


Springer Undergraduate Mathematics Series 
 
 
 
 
 
 
 



Advisory Board 
M.A.J. Chaplain  University of Dundee 
K. Erdmann  Oxford University 
A.MacIntyre  Queen Mary, University of London 
L.C.G. Rogers  University of Cambridge 
E. Süli  Oxford University 
J.F. Toland  University of Bath 

Other books in this series 
A First Course in Discrete Mathematics  I. Anderson 
Analytic Methods for Partial Differential Equations G. Evans, J. Blackledge, P. Yardley 
Applied Geometry for Computer Graphics and CAD, Second Edition  D. Marsh 
Basic Linear Algebra, Second Edition  T.S. Blyth and E.F. Robertson 
Basic Stochastic Processes  Z. Brze niak and T. Zastawniak                                               
Calculus of One Variable  K.E. Hirst 
Complex Analysis  J.M. Howie 
Elementary Differential Geometry  A. Pressley 
Elementary Number Theory  G.A. Jones and J.M. Jones 
Elements of Abstract Analysis  M. Ó Searcóid 
Elements of Logic via Numbers and Sets  D.L. Johnson 
Essential Mathematical Biology  N.F. Britton 
Essential Topology  M.D. Crossley 
Fields and Galois Theory  J.M. Howie 
Fields, Flows and Waves: An Introduction to Continuum Models  D.F. Parker   
Further Linear Algebra  T.S. Blyth and E.F. Robertson 
Game Theory: Decisions, Interaction and Evolution  J.N. Webb 
General Relativity  N.M.J. Woodhouse 
Geometry  R. Fenn 
Groups, Rings and Fields  D.A.R. Wallace 
Hyperbolic Geometry, Second Edition  J.W. Anderson 
Information and Coding Theory  G.A. Jones and J.M. Jones 
Introduction to Laplace Transforms and Fourier Series  P.P.G. Dyke 
Introduction to Lie Algebras  K. Erdmann and M.J. Wildon 
Introduction to Ring Theory  P.M. Cohn 
Introductory Mathematics: Algebra and Analysis  G. Smith 
Linear Functional Analysis 2nd edition  B.P. Rynne and M.A. Youngson 
Mathematics for Finance: An Introduction to Financial Engineering  M. Capi ksi and T. Zastawniak 
Metric Spaces  M. Ó Searcóid 
Matrix Groups: An Introduction to Lie Group Theory  A. Baker 
Measure, Integral and Probability, Second Edition  M. Capi ksi and E. Kopp 
Multivariate Calculus and Geometry, Second Edition  S. Dineen 
Numerical Methods for Partial Differential Equations G. Evans, J. Blackledge, P.Yardley 
Probability Models  J.Haigh 
Real Analysis  J.M. Howie 
Sets, Logic and Categories  P. Cameron 
Special Relativity  N.M.J. Woodhouse 
Sturm-Liouville Theory and its Applications:  M.A. Al-Gwaiz 
Symmetries  D.L. Johnson 
Topics in Group Theory  G. Smith and O. Tabachnikova 
Vector Calculus  P.C. Matthews 
Worlds Out of Nothing: A Course in the History of Geometry in the 19th Century  J. Gray 
 



Bryan P. Rynne and Martin A. Youngson 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Linear

Analysis  
 
 

Second Edition 
 
 
 
  
 
 

 Functional 



Bryan P. Rynne, BSc, PhD 
Department of Mathematics and the Maxwell 
Institute for Mathematical Sciences,  
Heriot-Watt University,  
Edinburgh EH14 4AS, UK 

Martin A. Youngson, BSc, PhD 
Department of Mathematics and the Maxwell 
Institute for Mathematical Sciences,  
Heriot-Watt University,  
Edinburgh EH14 4AS, UK 

 
 
Cover illustration elements reproduced by kind permission of: 
Aptech Systems, Inc., Publishers of the GAUSS Mathematical and Statistical System, 23804 S.E. Kent-Kangley Road, Maple Valley, WA 98038, 

USA. Tel: (206) 432 - 7855 Fax (206) 432 - 7832 email: info@aptech.com URL: www.aptech.com. 
American Statistical Association: Chance Vol 8 No 1, 1995 article by KS and KW Heiner ‘Tree Rings of the Northern Shawangunks’ page 32 fig 2. 
Springer-Verlag: Mathematica in Education and Research Vol 4 Issue 3 1995 article by Roman E Maeder, Beatrice Amrhein and Oliver Gloor 

‘Illustrated Mathematics:  Visualization of Mathematical Objects’ page 9 fig 11, originally published as a CD ROM ‘Illustrated Mathematics’ by 
TELOS: ISBN 0-387-14222-3, German edition by Birkhauser: ISBN 3-7643-5100-4.  

Mathematica in Education and Research Vol 4 Issue 3 1995 article by Richard J Gaylord and Kazume Nishidate ‘Traffic Engineering with Cellular 
Automata’ page 35 fig 2. Mathematica in Education and Research Vol 5 Issue 2 1996 article by Michael Trott ‘The Implicitization of a Trefoil 
Knot’ page 14.  

Mathematica in Education and Research Vol 5 Issue 2 1996 article by Lee de Cola ‘Coins, Trees, Bars and Bells: Simulation of the Binomial Pro- 
cess’ page 19 fig 3. Mathematica in Education and Research Vol 5 Issue 2 1996 article by Richard Gaylord and Kazume Nishidate ‘Contagious 
Spreading’ page 33 fig 1. Mathematica in Education and Research Vol 5 Issue 2 1996 article by Joe Buhler and Stan Wagon ‘Secrets of the 
Madelung Constant’ page 50 fig 1. 

 
Mathematics Subject Classification (2000): 46-01 
 
British Library Cataloguing in Publication Data 
A catalogue record for this book is available from the British Library 
 
Library of Congress Control Number:  2007936188 
 
Springer Undergraduate Mathematics Series ISSN 1615-2085 
ISBN 978-1-84800-004-9 e-ISBN 978-1-84800-005-6 
1st edition ISBN-13: 978-1-85233-257-0 
 
Printed on acid-free paper 
 
© Springer-Verlag London Limited 2008 
 
Apart from any fair dealing for the purposes of research or private study, or criticism or review, as permitted 
under the Copyright, Designs and Patents Act 1988, this publication may only be reproduced, stored or 
transmitted, in any form or by any means, with the prior permission in writing of the publishers, or in the case 
of reprographic reproduction in accordance with the terms of licences issued by the Copyright Licensing 
Agency.  Enquiries concerning reproduction outside those terms should be sent to the publishers. 
 
The use of registered names, trademarks, etc. in this publication does not imply, even in the absence of a 
specific statement, that such names are exempt from the relevant laws and regulations and therefore free for 
general use. 
 
The publisher makes no representation, express or implied, with regard to the accuracy of the information 
contained in this book and cannot accept any legal responsibility or liability for any errors or omissions that 
may be made.   
 
9  8  7  6  5  4  3  2  1 
 
Springer Science+Business Media 
springer.com 



Preface

This book provides an introduction to the ideas and methods of linear func-
tional analysis at a level appropriate to the final year of an undergraduate
course at a British university. The prerequisites for reading it are a standard
undergraduate knowledge of linear algebra and real analysis (including the the-
ory of metric spaces).

Part of the development of functional analysis can be traced to attempts
to find a suitable framework in which to discuss differential and integral
equations. Often, the appropriate setting turned out to be a vector space of
real or complex-valued functions defined on some set. In general, such a vec-
tor space is infinite-dimensional. This leads to difficulties in that, although
many of the elementary properties of finite-dimensional vector spaces hold in
infinite-dimensional vector spaces, many others do not. For example, in general
infinite-dimensional vector spaces there is no framework in which to make sense
of analytic concepts such as convergence and continuity. Nevertheless, on the
spaces of most interest to us there is often a norm (which extends the idea of
the length of a vector to a somewhat more abstract setting). Since a norm on a
vector space gives rise to a metric on the space, it is now possible to do analysis
in the space. As real or complex-valued functions are often called functionals,
the term functional analysis came to be used for this topic.

We now briefly outline the contents of the book. In Chapter 1 we present
(for reference and to establish our notation) various basic ideas that will be re-
quired throughout the book. Specifically, we discuss the results from elementary
linear algebra and the basic theory of metric spaces which will be required in
later chapters. We also give a brief summary of the elements of the theory of
Lebesgue measure and integration. Of the three topics discussed in this introduc-
tory chapter, Lebesgue integration is undoubtedly the most technically difficult
and the one which the prospective reader is least likely to have encountered
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VI Preface

before. Unfortunately, many of the most important spaces which arise in func-
tional analysis are spaces of integrable functions, and it is necessary to use the
Lebesgue integral to overcome various drawbacks of the elementary Riemann
integral, commonly taught in real analysis courses. The reader who has not met
Lebesgue integration before can still read this book by accepting that an inte-
gration process exists which coincides with the Riemann integral when this is
defined, but extends to a larger class of functions, and which has the properties
described in Section 1.3.

In Chapter 2 we discuss the fundamental concept of functional analysis, the
normed vector space. As mentioned above, a norm on a vector space is simply an
extension of the idea of the length of a vector to a rather more abstract setting.
Via an associated metric, the norm is behind all the discussion of convergence
and continuity in vector spaces in this book. The basic properties of normed
vector spaces are described in this chapter. In particular we begin the study of
Banach spaces which are complete normed vector spaces.

In finite dimensions, in addition to the length of a vector, the angle between
two vectors is also used. To extend this to more abstract spaces the idea of
an inner product on a vector space is introduced. This generalizes the well-
known “dot product” used in R

3. Inner product spaces, which are vector spaces
possessing an inner product, are discussed in Chapter 3. Every inner product
space is a normed space and, as in Chapter 2, we find that the most important
inner product spaces are those which are complete. These are called Hilbert
spaces.

Having discussed various properties of infinite-dimensional vector spaces,
the next step is to look at linear transformations between these spaces. The
most important linear transformations are the continuous ones, and these will
be called linear operators. In Chapter 4 we describe general properties of linear
operators between normed vector spaces. Any linear transformation between
finite-dimensional vector spaces is automatically continuous so questions relat-
ing to the continuity of the transformation can safely be ignored (and usually
are). However, when the spaces are infinite-dimensional this is certainly not the
case and the continuity, or otherwise, of individual linear transformations must
be studied much more carefully. In addition, we investigate the properties of
the entire set of linear operators between given normed vector spaces. In partic-
ular, it will be shown that this set is itself a normed vector space, and some of
the properties of this space will be discussed. Finally, for some linear operators
it is possible to define an inverse operator, and we conclude the chapter with a
characterization of the invertibility of an operator.

Spaces of linear operators for which the range space is the space of scalars
are of particular importance. Linear transformations with this property are
called linear functionals and spaces of continuous linear functionals are called
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dual spaces. In Chapter 5 we study this special case in some detail. In particular,
we prove the Hahn–Banach theorem, a general result on the existence of
linear functionals with given properties. We also study various properties of
dual spaces, and discuss associated material on geometric separation the-
orems, second duals and reflexivity, and general, non-orthogonal projections
and complements.

In Chapter 6 we specialize the discussion of linear operators to those acting
between Hilbert spaces. The additional structure of these spaces means that
we can define the adjoint of a linear operator and hence the particular classes
of self-adjoint and unitary operators which have especially nice properties. We
also introduce the spectrum of linear operators acting on a Hilbert space. The
spectrum of a linear operator is a generalization of the set of eigenvalues of a
matrix, which is a well-known concept in finite-dimensional linear algebra.

As we have already remarked, there are many significant differences between
the theory of linear transformations in finite and infinite dimensions. However,
for the class of compact operators a great deal of the theory carries over from
finite to infinite dimensions. The properties of these particular operators are
discussed in detail in Chapter 7. In particular, we study compact, self-adjoint
operators on Hilbert spaces, and their spectral properties.

Finally, in Chapter 8, we use the results of the preceding chapters to discuss
two extremely important areas of application of functional analysis, namely
integral and differential equations. As we remarked above, the study of these
equations was one of the main early influences and driving forces in the growth
and development of functional analysis, so it forms a fitting conclusion to this
book. Nowadays, functional analysis has applications to a vast range of areas
of mathematics, but limitations of space preclude us from studying further
applications.

A large number of exercises are included, together with complete solutions.
Many of these exercises are relatively simple, while some are considerably less
so. It is strongly recommended that the student should at least attempt most
of these questions before looking at the solution. This is the only way to really
learn any branch of mathematics.

There is a World Wide Web site associated with this book, at the URL

http://www.ma.hw.ac.uk/˜bryan/lfa_book.html

This site contains links to sites on the Web which give some historical back-
ground to the subject, and also contains a list of any significant misprints which
have been found in the book.

The most significant change in the second edition from the first edition
is the addition of Chapter 5. An immediate consequence of this is that some
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of the chapters in the first edition are renumbered here. While some of the
material in the new Chapter 5 was in the first edition, the material on the Hahn–
Banach theorem, separation theorems, second duals and reflexivity, and general
projections and complements is new. We have also taken the opportunity to
rearrange some of the previous material slightly, add some new exercises, and
to correct any errors and misprints that were found in the first edition. We are
grateful to everyone who drew our attention to these errors, or who provided
comments on the first edition.
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1
Preliminaries

To a certain extent, functional analysis can be described as infinite-dimensional
linear algebra combined with analysis, in order to make sense of ideas such as
convergence and continuity. It follows that we will make extensive use of these
topics, so in this chapter we briefly recall and summarize the various ideas and
results which are fundamental to the study of functional analysis. We must
stress, however, that this chapter only attempts to review the material and
establish the notation that we will use. We do not attempt to motivate or
explain this material, and any reader who has not met this material before
should consult an appropriate textbook for more information.

Section 1.1 discusses the basic results from linear algebra that will be re-
quired. The material here is quite standard although, in general, we do not
make any assumptions about finite-dimensionality except where absolutely nec-
essary. Section 1.2 discusses the basic ideas of metric spaces. Metric spaces are
the appropriate setting in which to discuss basic analytical concepts such as
convergence of sequences and continuity of functions. The ideas are a natural
extension of the usual concepts encountered in elementary courses in real anal-
ysis. In general metric spaces no other structure is imposed beyond a metric,
which is used to discuss convergence and continuity. However, the essence of
functional analysis is to consider vector spaces (usually infinite-dimensional)
which are metric spaces and to study the interplay between the algebraic and
metric structures of the spaces, especially when the spaces are complete metric
spaces.

An important technical tool in the theory is Lebesgue integration. This is
because many important vector spaces consist of sets of integrable functions.

1



2 Linear Functional Analysis

In order for desirable metric space properties, such as completeness, to hold
in these spaces it is necessary to use Lebesgue integration rather than the
simpler Riemann integration usually discussed in elementary analysis courses.
Of the three topics discussed in this introductory chapter, Lebesgue integration
is undoubtedly the most technically difficult and the one which the prospective
student is most likely to have not encountered before. In this book we will avoid
arcane details of Lebesgue integration theory. The basic results which will be
needed are described in Section 1.3, without any proofs. For the reader who is
unfamiliar with Lebesgue integration and who does not wish to embark on a
prolonged study of the theory, it will be sufficient to accept that an integration
process exists which applies to a broad class of “Lebesgue integrable” functions
and has the properties described in Section 1.3, most of which are obvious
extensions of corresponding properties of the Riemann integral.

1.1 Linear Algebra

Throughout the book we have attempted to use standard mathematical nota-
tion wherever possible. Basic to the discussion is standard set theoretic notation
and terminology. Details are given in, for example, [7]. Sets will usually be de-
noted by upper case letters, X, Y, . . . , while elements of sets will be denoted by
lower case letters, x, y, . . . . The usual set theoretic operations will be used: ∈,
⊂, ∪, ∩, ø (the empty set), × (Cartesian product), X \ Y = {x ∈ X : x �∈ Y }.

The following standard sets will be used,

R = the set of real numbers,
C = the set of complex numbers,
N = the set of positive integers {1, 2, . . .}.

The sets R and C are algebraic fields. These fields will occur throughout the
discussion, associated with vector spaces. Sometimes it will be crucial to be
specific about which of these fields we are using, but when the discussion applies
equally well to both we will simply use the notation F to denote either set. The
real and imaginary parts of a complex number z will be denoted by �e z and
�m z respectively, while the complex conjugate will be denoted z.

For any k ∈ N we let F
k = F×. . .×F (the Cartesian product of k copies of F).

Elements of F
k will written in the form x = (x1, . . . , xk), xj ∈ F, j = 1, . . . , k.

For any two sets X and Y , the notation f : X → Y will denote a function or
mapping from X into Y . The set X is the domain of f and Y is the codomain.
If A ⊂ X and B ⊂ Y , we use the notation

f(A) = {f(x) : x ∈ A}, f−1(B) = {x ∈ X : f(x) ∈ B}.
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If Z is a third set and g : Y → Z is another function, we define the composition
of g and f , written g ◦f : X → Z, by

(g ◦f)(x) = g(f(x)),

for all x ∈ X.
We now discuss the essential concepts from linear algebra that will be re-

quired in later chapters. Most of this section should be familiar, at least in the
finite-dimensional setting. See for example [1] or [5], or any other book on linear
algebra. However, we do not assume here that any spaces are finite-dimensional
unless explicitly stated.

Definition 1.1

A vector space over F is a non-empty set V together with two functions, one
from V × V to V and the other from F × V to V , denoted by x + y and αx

respectively, for all x, y ∈ V and α ∈ F, such that, for any α, β ∈ F and any
x, y, z ∈ V ,

(a) x + y = y + x, x + (y + z) = (x + y) + z;

(b) there exists a unique 0 ∈ V (independent of x) such that x + 0 = x;

(c) there exists a unique −x ∈ V such that x + (−x) = 0;

(d) 1x = x, α(βx) = (αβ)x;

(e) α(x + y) = αx + αy, (α + β)x = αx + βx.

If F = R (respectively, F = C) then V is a real (respectively, complex) vector
space. Elements of F are called scalars, while elements of V are called vectors.
The operation x + y is called vector addition, while the operation αx is called
scalar multiplication.

Many results about vector spaces apply equally well to both real or complex
vector spaces, so if the type of a space is not stated explicitly then the space
may be of either type, and we will simply use the term “vector space”.

If V is a vector space with x ∈ V and A, B ⊂ V , we use the notation,

x + A = {x + a : a ∈ A},

A + B = {a + b : a ∈ A, b ∈ B}.

Definition 1.2

Let V be a vector space. A non-empty set U ⊂ V is a linear subspace of V if U

is itself a vector space (with the same vector addition and scalar multiplication
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as in V ). This is equivalent to the condition that

αx + βy ∈ U, for all α, β ∈ F and x, y ∈ U

(which is called the subspace test).

Note that, by definition, vector spaces and linear subspaces are always non-
empty, while general subsets of vector spaces which are not subspaces may be
empty. In particular, it is a consequence of the vector space definitions that
0x = 0, for all x ∈ V (here, 0 is the scalar zero and 0 is the vector zero; except
where it is important to distinguish between the two, both will be denoted by
0). Hence, any linear subspace U ⊂ V must contain at least the vector 0, and
the set {0} ⊂ V is a linear subspace.

Definition 1.3

Let V be a vector space, let v = {v1, . . . , vk} ⊂ V , k ≥ 1, be a finite set and
let A ⊂ V be an arbitrary non-empty set.

(a) A linear combination of the elements of v is any vector of the form

x = α1v1 + . . . + αkvk ∈ V, (1.1)

for any set of scalars α1, . . . , αk.

(b) v is linearly independent if the following implication holds:

α1v1 + . . . + αkvk = 0 ⇒ α1 = . . . = αk = 0.

(c) A is linearly independent if every finite subset of A is linearly independent.
If A is not linearly independent then it is linearly dependent.

(d) The span of A (denoted SpA) is the set of all linear combinations of all
finite subsets of A. This set is a linear subspace of V . Equivalently, SpA

is the intersection of the set of all linear subspaces of V which contain A.
Thus, Sp A is the smallest linear subspace of V containing A (in the sense
that if A ⊂ B ⊂ V and B is a linear subspace of V then SpA ⊂ B).

(e) If v is linearly independent and Spv = V , then v is called a basis for
V . It can be shown that if V has such a (finite) basis then all bases of
V have the same number of elements. If this number is k then V is said
to be k-dimensional (or, more generally, finite-dimensional), and we write
dimV = k. If V does not have such a finite basis it is said to be infinite-
dimensional.
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(f) If v is a basis for V then any x ∈ V can be written as a linear combination
of the form (1.1), with a unique set of scalars αj , j = 1, . . . , k. These scalars
(which clearly depend on x) are called the components of x with respect to
the basis v.

(g) The set F
k is a vector space over F and the set of vectors

ê1 = (1, 0, 0, . . . , 0), ê2 = (0, 1, 0, . . . , 0), . . . , êk = (0, 0, 0, . . . , 1),

is a basis for F
k. This notation will be used throughout the book, and this

basis will be called the standard basis for F
k.

We will sometimes write dim V = ∞ when V is infinite-dimensional. How-
ever, this is simply a notational convenience and should not be interpreted in
the sense of ordinal or cardinal numbers (see [7]). In a sense, infinite-dimensional
spaces can vary greatly in their “size”; see Section 3.4 for some further discus-
sion of this.

Definition 1.4

Let V, W be vector spaces over F. The Cartesian product V × W is a vec-
tor space with the following vector space operations. For any α ∈ F and any
(xj , yj) ∈ V × W , j = 1, 2, let

(x1, y1) + (x2, y2) = (x1 + x2, y1 + y2), α(x1, y1) = (αx1, αy1)

(using the corresponding vector space operations in V and W ).

We next describe a typical construction of vector spaces consisting of func-
tions defined on some underlying set.

Definition 1.5

Let S be a set and let V be a vector space over F. We denote the set of
functions f : S → V by F (S, V ). For any α ∈ F and any f, g ∈ F (S, V ), we
define functions f + g and αf in F (S, V ) by

(f + g)(x) = f(x) + g(x), (αf)(x) = αf(x),

for all x ∈ S (using the vector space operations in V ). With these definitions
the set F (S, V ) is a vector space over F.

Many of the vector spaces used in functional analysis are of the above
form. From now on, whenever functions are added or multiplied by a scalar the
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process will be as in Definition 1.5. We note that the zero element in F (S, V )
is the function which is identically equal to the zero element of V . Also, if
S contains infinitely many elements and V �= {0} then F (S, V ) is infinite-
dimensional.

Example 1.6

If S is the set of integers {1, . . . , k} then the set F (S, F) can be identified with
the space F

k (by identifying an element x ∈ F
k with the function f ∈ F (S, F)

defined by f(j) = xj , 1 ≤ j ≤ k).

Often, in the construction in Definition 1.5, the set S is a vector space, and
only a subset of the set of all functions f : S → V is considered. In particular,
in this case the most important functions to consider are those which preserve
the linear structure of the vector spaces in the sense of the following definition.

Definition 1.7

Let V , W be vector spaces over the same scalar field F. A function T : V → W

is called a linear transformation (or mapping) if, for all α, β ∈ F and x, y ∈ V ,

T (αx + βy) = αT (x) + βT (y).

The set of all linear transformations T : V → W will be denoted by L(V,W ).
With the scalar multiplication and vector addition defined in Definition 1.5 the
set L(V,W ) is a vector space (it is a subspace of F (V,W )). When V = W we
abbreviate L(V, V ) to L(V ).

A particularly simple linear transformation in L(V ) is defined by IV (x) = x,
for x ∈ V . This is called the identity transformation on V (usually we use the
notation I if it is clear what space the transformation is acting on).

Whenever we discuss linear transformations T : V → W it will be taken for
granted, without being explicitly stated, that V and W are vector spaces over
the same scalar field.

Since linear transformations are functions they can be composed (when they
act on appropriate spaces). The following lemmas are immediate consequences
of the definition of a linear transformation.

Lemma 1.8

Let V, W, X be vector spaces and T ∈ L(V,W ), S ∈ L(W, X). Then the
composition S ◦ T ∈ L(V,X).
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Lemma 1.9

Let V be a vector space, R, S, T ∈ L(V ), and α ∈ F. Then:

(a) R ◦(S ◦T ) = (R ◦S) ◦T ;

(b) R ◦(S + T ) = R ◦S + R ◦T ;

(c) (S + T ) ◦R = S ◦R + T ◦R;

(d) IV ◦T = T ◦IV = T ;

(e) (αS) ◦T = α(S ◦T ) = S ◦(αT ).

These properties also hold for linear transformations between different spaces
when the relevant operations make sense (for instance, (a) holds when T ∈
L(V,W ), S ∈ L(W, X) and R ∈ L(X, Y ), for vector spaces V, W, X, Y ).

The five properties listed in Lemma 1.9 are exactly the extra axioms which
a vector space must satisfy in order to be an algebra. Since this is the only
example of an algebra which we will meet in this book we will not discuss this
further, but we note that an algebra is both a vector space and a ring, see [5].

When dealing with the composition of linear transformations S, T it is
conventional to omit the symbol ◦ and simply write ST . Eventually we will do
this, but for now we retain the symbol ◦.

The following lemma gives some further elementary properties of linear
transformations.

Lemma 1.10

Let V, W be vector spaces and T ∈ L(V,W ).

(a) T (0) = 0.

(b) If U is a linear subspace of V then the set T (U) is a linear subspace of W

and dimT (U) ≤ dimU (as either finite numbers or ∞).

(c) If U is a linear subspace of W then the set {x ∈ V : T (x) ∈ U} is a linear
subspace of V .

We can now state some standard terminology.

Definition 1.11

Let V, W be vector spaces and T ∈ L(V,W ).

(a) The image of T (often known as the range of T ) is the subspace ImT =
T (V ); the rank of T is the number r(T ) = dim(ImT ).
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(b) The kernel of T (often known as the null-space of T ) is the subspace KerT =
{x ∈ V : T (x) = 0}; the nullity of T is the number n(T ) = dim(KerT ).

The rank and nullity, r(T ), n(T ), may have the value ∞.

(c) T has finite rank if r(T ) is finite.

(d) T is one-to-one if, for any y ∈ W , the equation T (x) = y has at most one
solution x.

(e) T is onto if, for any y ∈ W , the equation T (x) = y has at least one
solution x.

(f) T is bijective if, for any y ∈ W , the equation T (x) = y has exactly one
solution x (that is, T is both one-to-one and onto).

Lemma 1.12

Let V, W be vector spaces and T ∈ L(V,W ).

(a) T is one-to-one if and only if the equation T (x) = 0 has only the solution
x = 0. This is equivalent to Ker T = {0} or n(T ) = 0.

(b) T is onto if and only if ImT = W . If dimW is finite this is equivalent to
r(T ) = dimW .

(c) T ∈ L(V,W ) is bijective if and only if there exists a unique transformation
S ∈ L(W, V ) which is bijective and S ◦T = IV and T ◦S = IW .

If V is k-dimensional then

n(T ) + r(T ) = k

(in particular, r(T ) is necessarily finite, irrespective of whether W is finite-
dimensional). Hence, if W is also k-dimensional then T is bijective if and only
if n(T ) = 0.

Related to the bijectivity, or otherwise, of a transformation T from a space
to itself we have the following definition, which will be extremely important
later.

Definition 1.13

Let V be a vector space and T ∈ L(V ). A scalar λ ∈ F is an eigenvalue of
T if the equation T (x) = λx has a non-zero solution x ∈ V , and any such
non-zero solution is an eigenvector. The subspace Ker (T − λI) ⊂ V is called
the eigenspace (corresponding to λ) and the multiplicity of λ is the number
mλ = n(T − λI).
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Lemma 1.14

Let V be a vector space and let T ∈ L(V ). Let {λ1, . . . , λk} be a set of distinct
eigenvalues of T , and for each 1 ≤ j ≤ k let xj be an eigenvector corresponding
to λj . Then the set {x1, . . . , xk} is linearly independent.

Linear transformations between finite-dimensional vector spaces are closely
related to matrices. For any integers m, n ≥ 1, let Mmn(F) denote the set of all
m × n matrices with entries in F. A typical element of Mmn(F) will be written
as [aij ] (or [aij ]mn if it is necessary to emphasize the size of the matrix). Any
matrix C = [cij ] ∈ Mmn(F) induces a linear transformation TC ∈ L(Fn, Fm) as
follows: for any x ∈ F

n, let TCx = y, where y ∈ F
m is defined by

yi =
n∑

j=1

cijxj , 1 ≤ i ≤ m.

Note that, if we were to regard x and y as column vectors then this trans-
formation corresponds to standard matrix multiplication. However, mainly for
notational purposes, it is generally convenient to regard elements of F

k as row
vectors. This convention will always be used below, except when we specifically
wish to perform computations of matrices acting on vectors, and then it will
be convenient to use column vector notation.

On the other hand, if U and V are finite-dimensional vector spaces then a
linear transformation T ∈ L(U, V ) can be represented in terms of a matrix. To
fix our notation we briefly review this representation (see Chapter 7 of [1] for
further details). Suppose that U is n-dimensional and V is m-dimensional, with
bases u = {u1, . . . , un} and v = {v1, . . . , vm} respectively. Any vector a ∈ U

can be represented in the form

a =
n∑

j=1

αjuj ,

for a unique collection of scalars α1, . . . , αn. We define the column matrix

A =

⎡⎢⎣ α1
...

αn

⎤⎥⎦ ∈ Mn1(F).

The mapping a → A is a bijective linear transformation from U to Mn1(F),
that is, there is a one-to-one correspondence between vectors a ∈ U and column
matrices A ∈ Mn1(F). There is a similar correspondence between vectors b ∈ V

and column matrices B ∈ Mm1(F). Now, for any 1 ≤ j ≤ n, the vector Tuj

has the representation

Tuj =
m∑

i=1

τijvi,
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for appropriate (unique) scalars τij , i = 1, . . . , m, j = 1, . . . , n. It follows from
this, by linearity, that for any a ∈ U ,

Ta =
n∑

j=1

αjTuj =
m∑

i=1

( n∑
j=1

τijαj

)
vi,

and hence, letting MT denote the matrix [τij ], the matrix representation B of
the vector b = Ta has the form

B = MT A

(using standard matrix multiplication here). We will write Mu
v (T ) = MT for

the above matrix representation of T with respect to the bases u, v (the nota-
tion emphasizes that the representation Mu

v (T ) depends on u and v as well as
on T ). This matrix representation has the following properties.

Theorem 1.15

(a) The mapping T → Mu
v (T ) is a bijective linear transformation from L(U, V )

to Mmn(F), that is, if S, T ∈ L(U, V ) and α ∈ F, then

Mu
v (αT ) = αMu

v (T ), Mu
v (S + T ) = Mu

v (S) + Mu
v (T ).

(b) If T ∈ L(U, V ), S ∈ L(V,W ) (where W is l-dimensional, with basis w)
then (again using standard matrix multiplication here).

Mu
w(ST ) = Mv

w(S)Mu
v (T )

When U = F
n and V = F

m, the above constructions of an operator from a
matrix and a matrix from an operator are consistent, in the following sense.

Lemma 1.16

Let u be the standard basis of F
n and let v be the standard basis of F

m. Let
C ∈ Mmn(F) and T ∈ L(Fn, Fm). Then,

(a) Mu
v (TC) = C;

(b) TB = T (where B = Mu
v (T )).

The above results show that although matrices and linear transformations
between finite-dimensional vector spaces are logically distinct concepts, there
is a close connection between them, and much of their theory is, in essence,
identical. This will be particularly apparent in Chapter 6.
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1.2 Metric Spaces

Metric spaces are an abstract setting in which to discuss basic analytical con-
cepts such as convergence of sequences and continuity of functions. The funda-
mental tool required for this is a distance function or “metric”. The following
definition lists the crucial properties of a distance function.

Definition 1.17

A metric on a set M is a function d : M ×M → R with the following properties.
For all x, y, z ∈ M ,

(a) d(x, y) ≥ 0;

(b) d(x, y) = 0 ⇐⇒ x = y;

(c) d(x, y) = d(y, x);

(d) d(x, z) ≤ d(x, y) + d(y, z) (the triangle inequality).

If d is a metric on M , then the pair (M,d) is called a metric space.

Any given set M can have more than one metric (unless it consists of a
single point). If it is clear what the metric is we often simply write “the metric
space M”, rather than “the metric space (M,d)”.

Example 1.18

For any integer k ≥ 1, the function d : F
k × F

k → R defined by

d(x, y) =
( k∑

j=1

|xj − yj |2
)1/2

, (1.2)

is a metric on the set F
k. This metric will be called the standard metric on

F
k and, unless otherwise stated, F

k will be regarded as a metric space with
this metric. An example of an alternative metric on F

k is the function d1 :
F

k × F
k → R defined by

d1(x, y) =
k∑

j=1

|xj − yj |.

Definition 1.19

Let (M,d) be a metric space and let N be a subset of M . Define dN : N×N → R

by dN (x, y) = d(x, y) for all x, y ∈ N (that is, dN is the restriction of d to the
subset N). Then dN is a metric on N , called the metric induced on N by d.
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Whenever we consider subsets of metric spaces we will regard them as metric
spaces with the induced metric unless otherwise stated. Furthermore, we will
normally retain the original notation for the metric (that is, in the notation of
Definition 1.19, we will simply write d rather than dN for the induced metric).

The idea of a sequence should be familiar from elementary analysis courses.
Formally, a sequence in a set X is often defined to be a function s : N → X, see
[7]. Alternatively, a sequence in X can be regarded as an ordered list of elements
of X, written in the form (x1, x2, . . .), with xn = s(n) for each n ∈ N. The
function definition is logically precise, but the idea of an ordered list of elements
is often more helpful intuitively. For brevity, we will usually use the notation
{xn} for a sequence (or {xn}∞

n=1 if it is necessary to emphasize which variable is
indexing the sequence). Strictly speaking, this notation could lead to confusion
between a sequence {xn} (which has an ordering) and the corresponding set
{xn : n ∈ N} (which has no ordering) or the set consisting of the single element
xn, but this is rarely a problem in practice. The notation (xn) is also sometimes
used for sequences, but when we come to look at functions of sequences this
notation can make it seem that an individual element xn is the argument of the
function, so this notation will not be used in this book. A subsequence of {xn}
is a sequence of the form {xn(r)}∞

r=1, where n(r) ∈ N is a strictly increasing
function of r ∈ N.

Example 1.20

Using the definition of a sequence as a function from N to F we see that the
space F (N, F) (see Definition 1.5) can be identified with the space consisting
of all sequences in F (compare this with Example 1.6).

A fundamental concept in analysis is the convergence of sequences. Conver-
gence of sequences in metric spaces will now be defined (we say that {xn} is a
sequence in a metric space (M,d) if it is a sequence in the set M).

Definition 1.21

A sequence {xn} in a metric space (M,d) converges to x ∈ M (or the sequence
{xn} is convergent) if, for every ε > 0, there exists N ∈ N such that

d(x, xn) < ε, for all n ≥ N.

As usual, we write lim
n→∞ xn = x or xn → x. A sequence {xn} in (M,d) is a

Cauchy sequence if, for every ε > 0, there exists N ∈ N such that

d(xm, xn) < ε, for all m, n ≥ N.
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Note that, using the idea of convergence of a sequence of real numbers, the
above definitions are equivalent to

d(x, xn) → 0, as n → ∞; d(xm, xn) → 0, as m, n → ∞,

respectively.

Theorem 1.22

Suppose that {xn} is a convergent sequence in a metric space (M,d). Then:

(a) the limit x = lim
n→∞ xn is unique;

(b) any subsequence of {xn} also converges to x;

(c) {xn} is a Cauchy sequence.

Various properties and classes of subsets of metric spaces can now be defined
in terms of the metric.

Definition 1.23

Let (M,d) be a metric space. For any x ∈ M and any number r > 0, the set

Bx(r) = {y ∈ M : d(x, y) < r}
will be called the open ball with centre x and radius r. If r = 1 the ball Bx(1)
is said to be an open unit ball. The set {y ∈ M : d(x, y) ≤ r} will be called the
closed ball with centre x and radius r. If r = 1 this set will be called a closed
unit ball.

Definition 1.24

Let (M,d) be a metric space and let A ⊂ M .

(a) A is bounded if there is a number b > 0 such that d(x, y) < b for all x, y ∈ A.

(b) A is open if, for each point x ∈ A, there is an ε > 0 such that Bx(ε) ⊂ A.

(c) A is closed if the set M \ A is open.

(d) A point x ∈ M is a closure point of A if, for every ε > 0, there is a point
y ∈ A with d(x, y) < ε (equivalently, if there exists a sequence {yn} ⊂ A

such that yn → x).

(e) The closure of A, denoted by A or A−, is the set of all closure points of A.

(f) A is dense (in M) if A = M .
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We will use both notations A or A− for the closure of A; the notation A

is very common, but the notation A− can be useful to avoid possible confu-
sion with complex conjugate or for denoting the closure of a set given by a
complicated formula.

Note that if x ∈ A then x is, by definition, a closure point of A (in the
definition, put y = x for every ε > 0), so A ⊂ A. It need not be true that
A = A, as we see in the following theorem.

Theorem 1.25

Let (M,d) be a metric space and let A ⊂ M .

(a) A is closed and is equal to the intersection of the collection of all closed
subsets of M which contain A (so A is the smallest closed set containing
A).

(b) A is closed if and only if A = A.

(c) A is closed if and only if, whenever {xn} is a sequence in A which converges
to an element x ∈ M , then x ∈ A.

(d) x ∈ A if and only if inf{d(x, y) : y ∈ A} = 0.

(e) For any x ∈ M and r > 0, the “open” and “closed” balls in Definition 1.23
are open and closed in the sense of Definition 1.24. Furthermore,

Bx(r) ⊂ {y ∈ M : d(x, y) ≤ r},

but these sets need not be equal in general (however, for most of the spaces
considered in this book these sets are equal, see Exercise 2.12).

(f) A is dense if and only if, for any element x ∈ M and any number ε > 0,
there exists a point y ∈ A with d(x, y) < ε (equivalently, for any element
x ∈ M there exists a sequence {yn} ⊂ A such that yn → x).

Heuristically, part (f) of Theorem 1.25 says that a set A is dense in M if
any element x ∈ M can be “approximated arbitrarily closely by elements of
A”, in the sense of the metric on M .

Recall that if (M,d) is a metric space and N ⊂ M , then (N, d) is also a
metric space (Definition 1.19). Thus all the above concepts also make sense in
(N, d). However, it is important to be clear which of these spaces is being used
in any given context as the results may be different.
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Example 1.26

Let M = R, with the standard metric, and let N = (0, 1] ⊂ M . If A = (0, 1)
then the closure of A in N is equal to N (so A is dense in N), but the closure
of A in M is [0, 1].

In real analysis the idea of a “continuous function” can be defined in terms
of the standard metric on R, so the idea can also be extended to the general
metric space setting.

Definition 1.27

Let (M,dM ) and (N, dN ) be metric spaces and let f : M → N be a function.

(a) f is continuous at a point x ∈ M if, for every ε > 0, there exists δ > 0 such
that, for y ∈ M ,

dM (x, y) < δ ⇒ dN (f(x), f(y)) < ε.

(b) f is continuous (on M) if it is continuous at each point of M .

(c) f is uniformly continuous (on M) if, for every ε > 0, there exists δ > 0
such that, for all x, y ∈ M ,

dM (x, y) < δ ⇒ dN (f(x), f(y)) < ε

(that is, the number δ can be chosen independently of x, y ∈ M).

As in real analysis the idea of continuity is closely connected with sequences,
and also with open and closed sets.

Theorem 1.28

Suppose that (M,dM ), (N, dN ), are metric spaces and that f : M → N . Then:

(a) f is continuous at x ∈ M if and only if, for every sequence {xn} in (M,dM )
with xn → x, the sequence {f(xn)} in (N, dN ) satisfies f(xn) → f(x);

(b) f is continuous on M if and only if either of the following conditions holds:

(i) for any open set A ⊂ N , the set f−1(A) ⊂ M is open;

(ii) for any closed set A ⊂ N , the set f−1(A) ⊂ M is closed.
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Corollary 1.29

Suppose that (M,dM ), (N, dN ), are metric spaces, A is a dense subset of M

and f, g : M → N are continuous functions with the property that f(x) = g(x)
for all x ∈ A. Then f = g (that is, f(x) = g(x) for all x ∈ M).

In many spaces the converse of part (c) of Theorem 1.22 also holds, that
is, any Cauchy sequence is convergent. This property is so useful that metric
spaces with this property have a special name.

Definition 1.30

A metric space (M,d) is complete if every Cauchy sequence in (M,d) is con-
vergent. A set A ⊂ M is complete (in (M,d)) if every Cauchy sequence lying
in A converges to an element of A.

Theorem 1.31

For each k ≥ 1, the space F
k with the standard metric is complete.

Unfortunately, not all metric spaces are complete. However, most of the
spaces that we consider in this book are complete (partly because most of the
important spaces are complete, partly because we choose to avoid incomplete
spaces). The following theorem is a deep result in metric space theory which
is used frequently in functional analysis. It is one of the reasons why complete
metric spaces are so important in functional analysis.

Theorem 1.32 (Baire’s Category Theorem)

If (M,d) is a complete metric space and M =
⋃∞

j=1 Aj , where each Aj ⊂ M ,
j = 1, 2, . . . , is closed, then at least one of the sets Aj contains an open ball.

The concept of compactness should be familiar from real analysis, and it
can also be extended to the metric space setting.

Definition 1.33

Let (M,d) be a metric space. A set A ⊂ M is compact if every sequence {xn}
in A contains a subsequence that converges to an element of A. A set A ⊂ M

is relatively compact if the closure A is compact. If the set M itself is compact
then we say that (M,d) is a compact metric space.
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Remark 1.34

Compactness can also be defined in terms of ‘open coverings’, and this definition
is more appropriate in more general topological spaces, but in metric spaces
both definitions are equivalent, and the above sequential definition is the only
one that will be used in this book.

Theorem 1.35

Suppose that (M,d) is a metric space and A ⊂ M . Then:

(a) if A is complete then it is closed;

(b) if M is complete then A is complete if and only if it is closed;

(c) if A is compact then it is closed and bounded;

(d) (Bolzano–Weierstrass theorem) every closed, bounded subset of F
k is com-

pact.

Compactness is a very powerful and useful property, but it is often difficult
to prove. Thus the above Bolzano–Weierstrass theorem, which gives a very
simple criterion for the compactness of a set in F

k, is very useful.
Metric spaces consisting of sets of functions defined on other spaces are

extremely common in the study of functional analysis (in fact, such spaces
could almost be regarded as the defining characteristic of the subject, and the
inspiration for the term “functional analysis”). We now describe one of the
most important such constructions, involving continuous F-valued functions.

Theorem 1.36

Suppose that (M,d) is a compact metric space and f : M → F is continuous.
Then there exists a constant b > 0 such that |f(x)| ≤ b for all x ∈ M (we say
that f is bounded). In particular, if F = R then the numbers sup{f(x) : x ∈ M}
and inf{f(x) : x ∈ M}, exist and are finite. Furthermore, there exist points
xs, xi ∈ M such that f(xs) = sup{f(x) : x ∈ M}, f(xi) = inf{f(x) : x ∈ M}.

Definition 1.37

Let (M,d) be a compact metric space. The set of continuous functions f : M →
F will be denoted by CF(M). We define a metric on CF(M) by

d(f, g) = sup{|f(x) − g(x)| : x ∈ M}
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(it can easily be verified that for any f, g ∈ CF(M), the function |f − g| is
continuous so d(f, g) is well-defined, by Theorem 1.36, and that d is a metric
on CF(M)). This metric will be called the uniform metric and, unless otherwise
stated, CF(M) will always be assumed to have this metric.

Notation

Most properties of the space CF(M) hold equally well in both the real and
complex cases so, except where it is important to distinguish between these
cases, we will omit the subscript and simply write C(M). A similar convention
will be adopted below for other spaces with both real and complex versions.
Also, when M is a bounded interval [a, b] ⊂ R we write C[a, b].

Definition 1.38

Suppose that (M,d) is a compact metric space and {fn} is a sequence in C(M),
and let f : M → F be a function.

(a) {fn} converges pointwise to f if |fn(x) − f(x)| → 0 for all x ∈ M .

(b) {fn} converges uniformly to f if sup{|fn(x) − f(x)| : x ∈ M} → 0.

Clearly, uniform convergence implies pointwise convergence, but not con-
versely. Also, uniform convergence implies that f ∈ C(M), but this is not true
for pointwise convergence, see [3]. Thus uniform convergence provides a more
useful definition of convergence in C(M) than pointwise convergence, and in
fact uniform convergence corresponds to convergence with respect to the uni-
form metric on C(M) in Definition 1.37.

We now have the following crucial theorem concerning C(M).

Theorem 1.39 (Theorem 3.45 in [3])

The metric space C(M) is complete.

Now suppose that M is a compact subset of R. We denote the set of real-
valued polynomials by PR. Any polynomial p ∈ PR can be regarded as a func-
tion p : M → R, simply by restricting the domain of p to M , so in this sense
PR ⊂ CR(M). The following theorem is a special case of Theorem 5.62 in [3]. It
will enable us to approximate general continuous functions on M by “simple”
functions (that is, polynomials).
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Theorem 1.40 (The Stone–Weierstrass Theorem)

For any compact set M ⊂ R, the set PR is dense in CR(M).

Another way of stating this result is that, if f is a real-valued, continuous
function on M , then there exists a sequence of polynomials {pn} which converge
uniformly to f on the set M . The polynomials {pn} are, of course, defined on
the whole of R, but their behaviour outside the set M is irrelevant here.

General metric spaces can, in a sense, be very large and pathological. Our
final definitions in this section describe a concept that will be used below to
restrict the “size” of some of the spaces we encounter and avoid certain types
of “bad” behaviour (see, in particular, Section 3.4).

Definition 1.41

A set X is countable if it contains either a finite number of elements or infinitely
many elements and can be written in the form X = {xn : n ∈ N}; in the latter
case X is said to be countably infinite.

A metric space (M,d) is separable if it contains a countable, dense subset.
The empty set is regarded as separable.

Heuristically, a countably infinite set is the same size as the set of positive
integers N, so it can be regarded as a “small” infinite set (see [7], or any book on
set theory, for a further discussion of this point). Also, the set X = {xn : n ∈ N}
in the above definition can be regarded as a sequence, in the obvious manner,
and in fact we will often construct countable sets in the form of a sequence
(usually by induction). Thus, in the above definition of separability, “countable
subset” may be replaced by “sequence”.

Example 1.42

The space R is separable since the set of rational numbers is countably infinite
(see [7]) and dense in R.

A separable space is one for which all its elements can be approximated
arbitrarily closely by elements of a “small” (countably infinite) set. In practice,
one would also hope that the elements of this approximating set have “nicer”
properties than general elements of the space. For instance, Theorem 1.40 shows
that general elements of the space CR(M) can be approximated by polynomials.
Although the set PR is not countable, we will deduce from this, in Section 3.5,
that the space CR(M) is separable.
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Theorem 1.43

Suppose that (M,d) is a metric space and A ⊂ M .

(a) If A is compact then it is separable.

(b) If A is separable and B ⊂ A then B is separable.

1.3 Lebesgue Integration

In Definition 1.37 we introduced the uniform metric d on the space C[a, b], and
noted that the metric space (C[a, b], d) is complete. However, there are other
useful metrics on C[a, b] which are defined by integrals. Let

∫ b

a
f(x) dx denote

the usual Riemann integral of a function f ∈ C[a, b], as defined in elementary
real analysis courses (see, for instance, [2]). Then, for 1 ≤ p < ∞, the function
dp : C[a, b] × C[a, b] → R defined by

dp(f, g) =
( ∫ b

a

|f(x) − g(x)|p dx
)1/p

is a metric on C[a, b]. Unfortunately, the metric space (C[a, b], dp) is not com-
plete. Since complete metric spaces are much more important than incom-
plete ones (for instance, Baire’s category theorem holds in complete metric
spaces), this situation is undesirable. Heuristically, the problem is that Cauchy
sequences in (C[a, b], dp) “converge” to functions which do not belong to C[a, b],
and may not be Riemann integrable. This is a weakness of the Riemann in-
tegral and the remedy is to replace the Riemann integral with the so-called
“Lebesgue integral” (the Riemann integral also suffers from other mathemati-
cal drawbacks, which are described in Section 1.2 of [4]). The Lebesgue integral
is a more powerful theory of integration which enables a wider class of func-
tions to be integrated. A very readable summary (without proofs) of the main
elements of this theory, as required for the study of functional analysis, is given
in Chapter 2 of [8], while the theory (with proofs) is described in detail in [4],
at a similar mathematical level to that of this book. There are of course many
other more advanced books on the subject.

Here we will give a very short summary of the results that will be required
in this book. For the reader who does not wish to embark on a prolonged study
of the theory of Lebesgue integration it will be sufficient to accept that an inte-
gration process exists which applies to a broad class of “Lebesgue integrable”
functions and has the properties described below, most of which are obvious
extensions of corresponding properties of the Riemann integral (see, in partic-
ular, Theorem 1.52 and the results following this theorem). The problem of the
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lack of completeness of the space (C[a, b], dp) (with 1 ≤ p < ∞) is resolved
by introducing the metric space Lp[a, b] in Definition 1.54. This space contains
C[a, b] and has the same metric dp. Furthermore, Theorems 1.61 and 1.62 show
that C[a, b] is dense in Lp[a, b] and that Lp[a, b] is complete (in terms of ab-
stract metric space theory, Lp[a, b] is said to be the “completion” of the space
(C[a, b], dp), but we will not use the concept of completion any further here).
In addition, the spaces �p, 1 ≤ p ≤ ∞, introduced in Example 1.57 will be very
useful, but these spaces can be understood without any knowledge of Lebesgue
integration.

Fundamental to the theory of Lebesgue integration is the idea of the size
or “measure” of a set. For instance, for any bounded interval I = [a, b], a ≤ b,
we say that I has length �(I) = b − a. To define the Lebesgue integral on R it
is necessary to be able to assign a “length” or “measure” to a much broader
class of sets than simply intervals. Unfortunately, in general it is not possible
to construct a useful definition of “measure” which applies to every subset of
R (there is a rather subtle set-theoretic point here which we will ignore, see [4]
for further discussion). Because of this it is necessary to restrict attention to
certain classes of subsets of R with useful properties. An obvious first step is to
define the “measure” of a finite union of disjoint intervals to be simply the sum
of their lengths. However, to define an integral which behaves well with regard
to taking limits, it is also desirable to be able to deal with countable unions of
sets and to be able to calculate their measure in terms of the measures of the
individual sets. Furthermore, in the general theory it is just as easy to replace
R with an abstract set X, and consider abstract measures on classes of subsets
of X. These considerations inspire Definitions 1.45 and 1.44 below.

Before giving these definitions we note that many sets must clearly be re-
garded as having infinite measure (e.g., R has infinite length). To deal with
this it is convenient to introduce the following extended sets of real numbers,
R = R∪{−∞, ∞} and R

+
= [0,∞)∪{∞}. The standard algebraic operations

are defined in the obvious manner (e.g., ∞+∞ = ∞), except that the products
0.∞, 0.(−∞) are defined to be zero, while the operations ∞ − ∞ and ∞/∞
are forbidden.

Definition 1.44

A σ-algebra (also known as a σ-field) is a class Σ of subsets of a set X with
the properties:

(a) ø, X ∈ Σ;

(b) S ∈ Σ ⇒ X \ S ∈ Σ;
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(c) Sn ∈ Σ, n = 1, 2, . . . , ⇒
∞⋃

n=1

Sn ∈ Σ.

A set S ∈ Σ is said to be measurable.

Definition 1.45

Let X be a set and let Σ be a σ-algebra of subsets of X. A function µ : Σ → R
+

is a measure if it has the properties:

(a) µ(ø) = 0;

(b) µ is countably additive, that is, if Sj ∈ Σ, j = 1, 2, . . . , are pairwise disjoint
sets then

µ
( ∞⋃

j=1

Sj

)
=

∞∑
j=1

µ(Sj).

The triple (X, Σ, µ) is called a measure space.

In many applications of measure theory, sets whose measure is zero are
regarded as “negligible” and it is useful to have some terminology for such sets.

Definition 1.46

Let (X, Σ, µ) be a measure space. A set S ∈ Σ with µ(S) = 0 is said to
have measure zero (or is a null set). A given property P (x) of points x ∈ X

is said to hold almost everywhere if the set {x : P (x) is false} has measure
zero; alternatively, the property P is said to hold for almost every x ∈ X. The
abbreviation a.e. will denote either of these terms.

Example 1.47 (Counting Measure)

Let X = N, let Σc be the class of all subsets of N and, for any S ⊂ N, define
µc(S) to be the number of elements of S. Then Σc is a σ-algebra and µc is a
measure on Σc. This measure is called counting measure on N. The only set of
measure zero in this measure space is the empty set.

Example 1.48 (Lebesgue Measure)

There is a σ-algebra ΣL in R and a measure µL on ΣL such that any finite
interval I = [a, b] ∈ ΣL and µL(I) = �(I). The sets of measure zero in this
space are exactly those sets A with the following property: for any ε > 0 there
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exists a sequence of intervals Ij ⊂ R, j = 1, 2, . . . , such that

A ⊂
∞⋃

j=1

Ij and
∞∑

j=1

�(Ij) < ε.

This measure is called Lebesgue measure and the sets in ΣL are said to be
Lebesgue measurable.

The above two properties of Lebesgue measure uniquely characterize this
measure space. There are other measures, for instance Borel measure, which
coincide with Lebesgue measure on intervals, but for which some sets with the
above “covering” property are not actually measurable. This distinction is a
rather technical feature of measure theory which will be unimportant here. It
is discussed in more detail in [4].

For any integer k > 1 there is a σ-algebra ΣL in R
k and Lebesgue measure

µL on ΣL, which extends the idea of the area of a set when k = 2, the volume
when k = 3, and the “generalized volume” when k ≥ 4.

Now suppose that we have a fixed measure space (X, Σ, µ). In the following
sequence of definitions we describe the construction of the integral of appro-
priate functions f : X → R. Proofs and further details are given in Chapter 4
of [4].

For any subset A ⊂ X the characteristic function χA : X → R of A is
defined by

χA(x) =
{

1, if x ∈ A,

0, if x �∈ A.

A function φ : X → R is simple if it has the form

φ =
k∑

j=1

αjχSj
,

for some k ∈ N, where αj ∈ R and Sj ∈ Σ, j = 1, . . . , k. If φ is non-negative
and simple then the integral of φ (over X, with respect to µ) is defined to be∫

X

φ dµ =
k∑

j=1

αjµ(Sj)

(we allow µ(Sj) = ∞ here, and we use the algebraic rules in R
+

mentioned
above to evaluate the right-hand side – since φ is non-negative we do not
encounter any differences of the form ∞ − ∞). The value of the integral may
be ∞. A function f : X → R is said to be measurable if, for every α ∈ R,

{x ∈ X : f(x) > α} ∈ Σ.
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If f is measurable then the functions |f | : X → R and f± : X → R, defined by

|f |(x) = |f(x)|, f±(x) = max{±f(x), 0},

are measurable. If f is non-negative and measurable then the integral of f is
defined to be∫

X

f dµ = sup
{ ∫

X

φ dµ : φ is simple and 0 ≤ φ ≤ f
}

.

If f is measurable and
∫

X
|f | dµ < ∞ then f is said to be integrable and the

integral of f is defined to be∫
X

f dµ =
∫

X

f+ dµ −
∫

X

f− dµ

(it can be shown that if f is integrable then each of the terms on the right of
this definition are finite, so there is no problem with a difference such as ∞−∞
arising in this definition). A complex-valued function f is said to be integrable
if the real and imaginary parts �e f and �m f (these functions are defined in
the obvious manner) are integrable and the integral of f is defined to be∫

X

f dµ =
∫

X

�e f dµ + i

∫
X

�m f dµ.

Finally, suppose that S ∈ Σ and f is a real or complex-valued function on S.
Extend f to a function f̃ on X by defining f̃(x) = 0 for x �∈ S. Then f is said
to be integrable (over S) if f̃ is integrable (over X), and we define∫

S

f dµ =
∫

X

f̃ dµ.

The set of F-valued integrable functions on X will be denoted by L1
F
(X)

(or L1
F
(S) for functions on S ∈ Σ). The reason for the superscript 1 will be

seen below. As we remarked when discussing the space C(M), except where it
is important to distinguish between the real and complex versions of a space,
we will omit the subscript indicating the type, so in this instance we simply
write L1(X). Also, when M is a compact interval [a, b] we write L1[a, b]. Similar
notational conventions will be adopted for other spaces of integrable functions
below.

Example 1.49 (Counting Measure)

Suppose that (X, Σ, µ) = (N, Σc, µc) (see Example 1.47). Any function f : N →
F can be regarded as an F-valued sequence {an} (with an = f(n), n ≥ 1), and
since all subsets of N are measurable, every such sequence {an} can be regarded
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as a measurable function. It follows from the above definitions that the sequence
{an} is integrable (with respect to µc) if and only if

∑∞
n=1 |an| < ∞, and then

the integral of {an} is simply the sum
∑∞

n=1 an. Instead of the general notation
L1(N), the space of such sequences will be denoted by �1 (or �1

F
).

Definition 1.50 (Lebesgue integral)

Let (X, Σ, µ) = (Rk, ΣL, µL), for some k ≥ 1. If f ∈ L1(Rk) (or f ∈ L1(S),
with S ∈ ΣL) then f is said to be Lebesgue integrable.

The class of Lebesgue integrable functions is much larger than the class of
Riemann integrable functions. However, when both integrals are defined they
agree.

Theorem 1.51

If I = [a, b] ⊂ R is a bounded interval and f : I → R is bounded and Riemann
integrable on I, then f is Lebesgue integrable on I, and the values of the two
integrals of f coincide. In particular, continuous functions on I are Lebesgue
integrable.

In view of Theorem 1.51 the Lebesgue integral of f on I = [a, b] will be
denoted by ∫

I

f(x) dx or
∫ b

a

f(x) dx

(that is, the same notation is used for Riemann and Lebesgue integrals). It also
follows from Theorem 1.51 that, for Riemann integrable functions, Lebesgue
integration gives nothing new and the well-known methods for evaluating Rie-
mann integrals (based on the fundamental theorem of calculus) still apply.

We now list some of the basic properties of the integral.

Theorem 1.52

Let (X, Σ, µ) be a measure space and let f ∈ L1(X).

(a) If f(x) = 0 a.e., then f ∈ L1(X) and
∫

X
f dµ = 0.

(b) If α ∈ R and f, g ∈ L1(X) then the functions f + g and αf (see Defini-
tion 1.5) belong to L1(X) and∫

I

(f + g) dµ =
∫

X

f dµ +
∫

X

g dµ,

∫
I

αf dµ = α

∫
X

f dµ.

In particular, L1(X) is a vector space.
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(c) If f, g ∈ L1(X) and f(x) ≤ g(x) for all x ∈ X, then
∫

X
f dµ ≤ ∫

X
g dµ.

If, in addition, f(x) < g(x) for all x ∈ S, with µ(S) > 0, then
∫

X
f dµ <∫

X
g dµ.

It follows from part (a) of Theorem 1.52 that the values of f on sets of
measure zero do not affect the integral. In particular, bounds on f which hold
almost everywhere are often more appropriate than those which hold every-
where (especially since we allow measurable functions to take the value ∞).

Definition 1.53

Suppose that f is a measurable function and there exists a number b such that
f(x) ≤ b a.e. Then we can define the essential supremum of f to be

ess sup f = inf{b : f(x) ≤ b a.e.}.

It is a simple (but not completely trivial) consequence of this definition that
f(x) ≤ ess sup f a.e. The essential infimum of f can be defined similarly.

A measurable function f is said to be essentially bounded if there exists a
number b such that |f(x)| ≤ b a.e.

We would now like to define a metric on the space L1(X), and an obvious
candidate for this is the function

d1(f, g) =
∫

X

|f − g| dµ,

for all f, g ∈ L1(X). It follows from the properties of the integral in Theorem
1.52 that this function satisfies all the requirements for a metric except part (b)
of Definition 1.17. Unfortunately, there are functions f, g ∈ L1(X) with f = g

a.e. but f �= g (for any f ∈ L1(X) we can construct such a g simply by changing
the values of f on a set of measure zero), and so, by part (a) of Theorem 1.52,
d1(f, g) = 0. Thus the function d1 is not a metric on L1(X). To circumvent
this problem we will agree to “identify”, or regard as “equivalent”, any two
functions f, g which are a.e. equal. More precisely, we define an equivalence
relation ≡ on L1(X) by

f ≡ g ⇐⇒ f(x) = g(x) for a.e. x ∈ X

(precise details of this construction are given in Section 5.1 of [4]). This equiv-
alence relation partitions the set L1(X) into a space of equivalence classes,
which we will denote by L1(X). By defining addition and scalar multiplication
appropriately on these equivalence classes the space L1(X) becomes a vector
space, and it follows from Theorem 1.52 that f ≡ g if and only if d1(f, g) = 0,
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and consequently the function d1 yields a metric on the set L1(X). Thus from
now on we will use the space L1(X) rather than the space L1(X).

Strictly speaking, when using the space L1(X) one should distinguish be-
tween a function f ∈ L1(X) and the corresponding equivalence class in L1(X)
consisting of all functions a.e. equal to f . However, this is cumbersome and,
in practice, is rarely done, so we will consistently talk about the “function”
f ∈ L1(X), meaning some representative of the appropriate equivalence class.
We note, in particular, that if X = I is an interval of positive length in R,
then an equivalence class can contain at most one continuous function on I (it
need not contain any), and if it does then we will always take this as the repre-
sentative of the class. In particular, if I is compact then continuous functions
on I belong to the space L1(I) in this sense (since they are certainly Riemann
integrable on I).

We can now define some other spaces of integrable functions.

Definition 1.54

Define the spaces

Lp(X) = {f : f is measurable and
(∫

X
|f |p dµ

)1/p
< ∞}, 1 ≤ p < ∞;

L∞(X) = {f : f is measurable and ess sup |f | < ∞}.

We also define the corresponding sets Lp(X) by identifying functions in Lp(X)
which are a.e. equal and considering the corresponding spaces of equivalence
classes (in practice, we again simply refer to representative functions of these
equivalence classes rather than the classes themselves).

When X is a bounded interval [a, b] ⊂ R and 1 ≤ p ≤ ∞, we write Lp[a, b].

The case p = 1 in Definition 1.54 coincides with the previous definitions.

Theorem 1.55 (Theorem 2.5.3 in [8])

Suppose that f and g are measurable functions. Then the following inequalities
hold (infinite values are allowed).
Minkowski’s inequality (for 1 ≤ p < ∞):(∫

X
|f + g|p dµ

)1/p ≤ (∫
X

|f |p dµ
)1/p +

(∫
X

|g|p dµ
)1/p

,

ess sup |f + g| ≤ ess sup |f | + ess sup |g|.
Hölder’s inequality (for 1 < p < ∞ and p−1 + q−1 = 1):∫

X
|fg| dµ ≤ (∫

X
|f |p dµ

)1/p (∫
X

|g|q dµ
)1/q

,∫
X

|fg| dµ ≤ ess sup |f | ∫
X

|g| dµ.
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Corollary 1.56

Suppose that 1 ≤ p ≤ ∞.

(a) Lp(X) is a vector space (essentially, this follows from Minkowski’s inequal-
ity together with simple properties of the integral).

(b) The function

dp(f, g) =

{ (∫
X

|f − g|p dµ
)1/p

, 1 ≤ p < ∞,

ess sup |f − g|, p = ∞,

is a metric on Lp(X) (condition (b) in Definition 1.17 follows from prop-
erties (a) and (c) in Theorem 1.52, together with the construction of the
spaces Lp(X), while Minkowski’s inequality shows that dp satisfies the tri-
angle inequality). This metric will be called the standard metric on Lp(X)
and, unless otherwise stated, Lp(X) will be assumed to have this metric.

Example 1.57 (Counting Measure)

Suppose that 1 ≤ p ≤ ∞. In the special case where (X, Σ, µ) = (N, Σc, µc), the
space Lp(N) consists of the set of sequences {an} in F with the property that( ∞∑

n=1

|an|p
)1/p

< ∞, for 1 ≤ p < ∞,

sup{|an| : n ∈ N} < ∞, for p = ∞.

These spaces will be denoted by �p (or �p
F
). Note that since there are no sets

of measure zero in this measure space, there is no question of taking equiva-
lence classes here. By Corollary 1.56, the spaces �p are both vector spaces and
metric spaces. The standard metric on �p is defined analogously to the above
expressions in the obvious manner.

By using counting measure and letting x and y be sequences in F (or ele-
ments of F

k for some k ∈ N – in this case x and y can be regarded as sequences
with only a finite number of non-zero elements), we can obtain the following
important special case of Theorem 1.55.

Corollary 1.58

Minkowski’s inequality (for 1 ≤ p < ∞):( k∑
j=1

|xj + yj |p
)1/p

≤
( k∑

j=1

|xj |p
)1/p

+
( k∑

j=1

|yj |p
)1/p

.
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Hölder’s inequality (for 1 < p < ∞ and p−1 + q−1 = 1):

k∑
j=1

|xjyj | ≤
( k∑

j=1

|xj |p
)1/p ( k∑

j=1

|yj |q
)1/q

.

Here, k and the values of the sums may be ∞.

For future reference we specifically state the most important special case of
this result, namely Hölder’s inequality with p = q = 2.

Corollary 1.59

k∑
j=1

|xj ||yj | ≤
( k∑

j=1

|xj |2
)1/2 ( k∑

j=1

|yj |2
)1/2

.

Some particular elements of �p will now be defined, which will be extremely
useful below.

Definition 1.60

Let

ẽ1 = (1, 0, 0, . . .), ẽ2 = (0, 1, 0, . . .), . . . .

For any n ∈ N the sequence ẽn ∈ �p for all 1 ≤ p ≤ ∞.

The vectors ẽn in the infinite-dimensional space �p, introduced in Defini-
tion 1.60, bear some resemblance to the vectors ên in the finite-dimensional
space F

k, introduced in Definition 1.3. However, although the collection of vec-
tors {ê1, . . . , êk} is a basis for F

k, we must emphasize that at present we have
no concept of a basis for infinite-dimensional vector spaces so we cannot make
any analogous assertion regarding the collection {ên : n ∈ N}.

Finally, we can state the following two theorems. These will be crucial to
much of our use of the spaces discussed in this section.

Theorem 1.61 (Theorems 5.1, 5.5 in [4])

Suppose that 1 ≤ p ≤ ∞. Then the metric space Lp(X) is complete. In partic-
ular, the sequence space �p is complete.
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Theorem 1.62 (Theorem 2.5.6 in [8])

Suppose that [a, b] is a bounded interval and 1 ≤ p < ∞. Then the set C[a, b]
is dense in Lp[a, b].

As discussed at the beginning of this section, these results show that the
space Lp[a, b] is the “completion” of the metric space (C[a, b], dp) (see Sec-
tion 3.5 of [3] for more details on the completion of a metric space – we will not
use this concept further here since the above theorems will suffice for our needs).
Theorem 1.62 shows that the space Lp[a, b] is “close to” the space (C[a, b], dp)
in the sense that if f ∈ Lp[a, b], then there exists a sequence of functions {fn}
in C[a, b] which converges to f in the Lp[a, b] metric. This is a relatively weak
type of convergence (but extremely useful). In particular, it does not imply
pointwise convergence (not even for a.e. x ∈ [a, b]).



2
Normed Spaces

2.1 Examples of Normed Spaces

When the vector spaces R
2 and R

3 are pictured in the usual way, we have
the idea of the length of a vector in R

2 or R
3 associated with each vector.

This is clearly a bonus which gives us a deeper understanding of these vector
spaces. When we turn to other (possibly infinite-dimensional) vector spaces,
we might hope to get more insight into these spaces if there is some way of
assigning something similar to the length of a vector for each vector in the
space. Accordingly we look for a set of axioms which is satisfied by the length
of a vector in R

2 and R
3. This set of axioms will define the “norm” of a vector,

and throughout this book we will mainly consider normed vector spaces. In
this chapter we investigate the elementary properties of normed vector spaces.

Definition 2.1

(a) Let X be a vector space over F. A norm on X is a function ‖ · ‖ : X → R

such that for all x, y,∈ X and α ∈ F,

(i) ‖x‖ ≥ 0;

(ii) ‖x‖ = 0 if and only if x = 0;

(iii) ‖αx‖ = |α|‖x‖;

(iv) ‖x + y‖ ≤ ‖x‖ + ‖y‖.

31
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(b) A vector space X on which there is a norm is called a normed vector space
or just a normed space.

(c) If X is a normed space, a unit vector in X is a vector x such that ‖x‖ = 1.

As a motivation for looking at norms we implied that the length of a vector
in R

2 and R
3 satisfies the axioms of a norm. This will be verified in Example 2.2,

but we note at this point that property (iv) of Definition 2.1 is often called the
triangle inequality since, in R

2, it is simply the fact that the length of one side
of a triangle is less than or equal to the sum of the lengths of the other two
sides.

Example 2.2

The function ‖ · ‖ : F
n → R defined by

‖(x1, . . . , xn)‖ =
( n∑

j=1

|xj |2
) 1

2

is a norm on F
n called the standard norm on F

n.

We will not give the solution to Example 2.2 as we generalize this example
in Example 2.3. As F

n is perhaps the easiest normed space to visualize, when
any new properties of normed vector spaces are introduced later, it can be
useful to try to see what they mean first in the space F

n even though this is
finite-dimensional.

Example 2.3

Let X be a finite-dimensional vector space over F with basis {e1, e2, . . . , en}.
Any x ∈ X can be written as x =

∑n
j=1 λjej for unique λ1, λ2, . . . , λn ∈ F.

Then the function ‖ · ‖ : X → R defined by

‖x‖ =
( n∑

j=1

|λj |2
) 1

2

is a norm on X.

Solution
Let x =

∑n
j=1 λjej and y =

∑n
j=1 µjej and let α ∈ F. Then αx =

∑n
j=1 αλjej

and the following results verify that ‖ · ‖ is a norm.

(i) ‖x‖ =
( ∑n

j=1 |λj |2
) 1

2 ≥ 0.
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(ii) If x = 0 then ‖x‖ = 0. Conversely, if ‖x‖ = 0 then
( ∑n

j=1 |λj |2
) 1

2
= 0 so

that λj = 0 for 1 ≤ j ≤ n. Hence x = 0.

(iii) ‖αx‖ =
( ∑n

j=1 |αλj |2
) 1

2
= |α|

( ∑n
j=1 |λj |2

) 1
2

= |α|‖x‖.

(iv) By Corollary 1.59,

‖x + y‖2 =
n∑

j=1

|λj + µj |2

=
n∑

j=1

|λj |2 +
n∑

j=1

λjµj +
n∑

j=1

µjλj +
n∑

j=1

|µj |2

=
n∑

j=1

|λj |2 + 2
n∑

j=1

�e(λjµj) +
n∑

j=1

|µj |2

≤
n∑

j=1

|λj |2 + 2
n∑

j=1

|λj ||µj | +
n∑

j=1

|µj |2

≤
n∑

j=1

|λj |2 + 2
( n∑

j=1

|λj |2
) 1

2
( n∑

j=1

|µj |2
) 1

2
+

n∑
j=1

|µj |2

= ‖x‖2 + 2‖x‖‖y‖ + ‖y‖2

= (‖x‖ + ‖y‖)2.

Hence ‖x + y‖ ≤ ‖x‖ + ‖y‖. ��

Many interesting normed vector spaces are not finite-dimensional.

Example 2.4

Let M be a compact metric space and let CF(M) be the vector space of contin-
uous, F-valued functions defined on M . Then the function ‖ · ‖ : CF(M) → R

defined by
‖f‖ = sup{|f(x)| : x ∈ M}

is a norm on CF(M) called the standard norm on CF(M).

Solution
Let f, g ∈ CF(M) and let α ∈ F.

(i) ‖f‖ = sup{|f(x)| : x ∈ M} ≥ 0.

(ii) If f is the zero function then f(x) = 0 for all x ∈ M and hence ‖f‖ =
sup{|f(x)| : x ∈ M} = 0. Conversely, if ‖f‖ = 0 then sup{|f(x)| : x ∈
M} = 0 and so f(x) = 0 for all x ∈ M . Hence f is the zero function.



34 Linear Functional Analysis

(iii) ‖αf‖ = sup{|αf(x)| : x ∈ M} = |α| sup{|f(x)| : x ∈ M} = |α|‖f‖.

(iv) If y ∈ M then

|(f + g)(y)| ≤ |f(y)| + |g(y)| ≤ ‖f‖ + ‖g‖,

and so ‖f + g‖ = sup{|(f + g)(x)| : x ∈ M} ≤ ‖f‖ + ‖g‖. ��

In the next example we show that some of the vector spaces of integrable
functions defined in Chapter 1 have norms. We recall that if (X, Σ, µ) is a
measure space and 1 ≤ p ≤ ∞, then the space Lp(X) was introduced in
Definition 1.54.

Example 2.5

Let (X, Σ, µ) be a measure space.

(a) If 1 ≤ p < ∞ then ‖f‖p =
( ∫

X
|f |pdµ

)1/p

is a norm on Lp(X) called the
standard norm on Lp(X).

(b) ‖f‖∞ = ess sup{|f(x)| : x ∈ X} is a norm on L∞(X) called the standard
norm on L∞(X).

Solution

(a) Let f, g ∈ Lp(X) and let α ∈ F. Then ‖f‖p ≥ 0 and ‖f‖p = 0 if and
only if f = 0 a.e (which is the equivalence class of the zero function) by
Theorem 1.52. Also,

‖αf‖p =
( ∫

X

|αf |pdµ
)1/p

= |α|
( ∫

X

|f |pdµ
)1/p

= |α|‖f‖p,

and the triangle inequality follows from Theorem 1.55.

(b) Let f, g ∈ L∞(X) and let α ∈ F. Then ‖f‖∞ ≥ 0 and ‖f‖∞ = 0 if and only
if f = 0 a.e (which is the equivalence class of the zero function). If α = 0
then ‖αf‖∞ = |α|‖f‖∞ so suppose that α �= 0. As |αf(x)| ≤ |α|‖f‖∞ a.e.
it follows that

‖αf‖∞ ≤ |α|‖f‖∞.

Applying the same argument to α−1f it follows that

‖f‖∞ = ‖α−1αf‖∞ ≤ |α−1|‖αf‖∞ ≤ |α−1||α|‖f‖∞ = ‖f‖∞.

Therefore ‖αf‖∞ = |α|‖f‖∞. Finally, the triangle inequality follows from
Theorem 1.55. ��
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Specific notation was introduced in Chapter 1 for the case of counting mea-
sure on N. Recall that �p is the vector space of all sequences {xn} in F such
that

∑∞
n=1 |xn|p < ∞ for 1 ≤ p < ∞ and �∞ is the vector space of all bounded

sequences in F. Therefore, if we take counting measure on N in Example 2.5
we deduce that �p for 1 ≤ p < ∞ and �∞ are normed spaces. For completeness
we define the norms on these spaces in Example 2.6.

Example 2.6

(a) If 1 ≤ p < ∞ then ‖{xn}‖p =
( ∑∞

n=1 |xn|p
)1/p

is a norm on �p called the
standard norm on �p.

(b) ‖{xn}‖∞ = sup{|xn| : n ∈ N} is a norm on �∞ called the standard norm
on �∞.

In future, if we write down any of the spaces in Examples 2.2, 2.4, 2.5
and 2.6 without explicitly mentioning a norm it will be assumed that the norm
on the space is the standard norm.

Given one normed space it is possible to construct many more. The solution
to Example 2.7 is so easy it is omitted.

Example 2.7

Let X be a vector space with a norm ‖ · ‖ and let S be a linear subspace of X.
Let ‖ · ‖S be the restriction of ‖ · ‖ to S. Then ‖ · ‖S is a norm on S.

The solution of Example 2.8 is only slightly harder than that of Example 2.7
so it is left as an exercise.

Example 2.8

Let X and Y be vector spaces over F and let Z = X × Y be the Cartesian
product of X and Y . This is a vector space by Definition 1.4. If ‖ · ‖1 is a norm
on X and ‖ · ‖2 is a norm on Y then ‖(x, y)‖ = ‖x‖1 + ‖y‖2 defines a norm
on Z.

As we see from the above examples there are many different normed spaces
and this partly explains why the study of normed spaces is important. Since the
norm of a vector is a generalization of the length of a vector in R

3 it is perhaps
not surprising that each normed space is a metric space in a very natural way.
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Lemma 2.9

Let X be a vector space with norm ‖ · ‖. If d : X × X → R is defined by
d(x, y) = ‖x − y‖ then (X, d) is a metric space.

Proof

Let x, y, z ∈ X. Using the properties of the norm we see that:

(a) d(x, y) = ‖x − y‖ ≥ 0;

(b) d(x, y) = 0 ⇐⇒ ‖x − y‖ = 0 ⇐⇒ x − y = 0 ⇐⇒ x = y;

(c) d(x, y) = ‖x − y‖ = ‖(−1)(y − x)‖ = |(−1)|‖y − x‖ = ‖y − x‖ = d(y, x);

(d) d(x, z) = ‖x − z‖ = ‖(x − y) + (y − z)‖ ≤ ‖(x − y)‖ + ‖(y − z)‖
= d(x, y) + d(y, z).

Hence d satisfies the axioms for a metric. ��

Notation
If X is a vector space with norm ‖ · ‖ and d is the metric defined by d(x, y) =
‖x − y‖ then d is called the metric associated with ‖ · ‖.

Whenever we use a metric or a metric space concept, for example, conver-
gence, continuity or completeness, in a normed space then we will always use
the metric associated with the norm even if this is not explicitly stated. The
metrics associated with the standard norms are already familiar.

Example 2.10

The metrics associated with the standard norms on the following spaces are
the standard metrics.

(a) F
n;

(b) CF(M) where M is a compact metric space;

(c) Lp(X) for 1 ≤ p < ∞ where (X, Σ, µ) is a measure space;

(d) L∞(X) where (X, Σ, µ) is a measure space.

Solution
(a) If x, y ∈ F

n then

d(x, y) = ‖x − y‖ =
( n∑

j=1

|xj − yj |2
) 1

2
,
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and so d is the standard metric on F
n.

(b) If f, g ∈ CF(M) then

d(f, g) = ‖f − g‖ = sup{|f(x) − g(x)| : x ∈ M},

and so d is the standard metric on CF(M).

(c) If f, g ∈ Lp(X) then

d(f, g) = ‖f − g‖ =
( ∫

X

|f − g|p dµ
)1/p

,

and so d is the standard metric on Lp(X).

(d) If f, g ∈ L∞(X) then

d(f, g) = ‖f − g‖ = ess sup{|f(x) − g(x)| : x ∈ X},

and so d is the standard metric on L∞(X). ��

Using counting measure on N it follows that the metrics associated with
the standard norms on the �p and �∞ are also the standard metrics on these
spaces.

We conclude this section with some basic information about convergence of
sequences in normed vector spaces.

Theorem 2.11

Let X be a vector space over F with norm ‖·‖. Let {xn} and {yn} be sequences
in X which converge to x, y in X respectively and let {αn} be a sequence in F

which converges to α in F. Then:

(a) | ‖x‖ − ‖y‖ | ≤ ‖x − y‖;

(b) lim
n→∞‖xn‖ = ‖x‖;

(c) lim
n→∞(xn + yn) = x + y;

(d) lim
n→∞αnxn = αx.

Proof

(a) By the triangle inequality, ‖x‖ = ‖(x − y) + y‖ ≤ ‖x − y‖ + ‖y‖ and so

‖x‖ − ‖y‖ ≤ ‖x − y‖.
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Interchanging x and y we obtain ‖y‖−‖x‖ ≤ ‖y−x‖. However, as ‖x−y‖ =
‖(−1)(y − x)‖ = ‖y − x‖ we have

−‖x − y‖ ≤ ‖x‖ − ‖y‖ ≤ ‖x − y‖.

Hence |‖x‖ − ‖y‖| ≤ ‖x − y‖.

(b) Since lim
n→∞xn = x and |‖x‖ − ‖xn‖| ≤ ‖x − xn‖ for all n ∈ N, it follows

that lim
n→∞‖xn‖ = ‖x‖.

(c) Since lim
n→∞xn = x, lim

n→∞yn = y and

‖(xn + yn) − (x + y)‖ = ‖(xn − x) + (yn − y)‖ ≤ ‖xn − x‖ + ‖yn − y‖

for all n ∈ N, it follows that lim
n→∞(xn + yn) = x + y.

(d) Since {αn} is convergent it is bounded, so there exists K > 0 such that
|αn| ≤ K for all n ∈ N. Also,

‖αnxn − αx‖ = ‖αn(xn − x) + (αn − α)x‖
≤ |αn|‖xn − x‖ + |αn − α|‖x‖
≤ K‖xn − x‖ + |αn − α|‖x‖

for all n ∈ N. Hence lim
n→∞αnxn = αx. ��

A different way of stating the results in Theorem 2.11 parts (b), (c) and (d)
is that the norm, addition and scalar multiplication are continuous functions,
as can be seen using the sequential characterization of continuity.

EXERCISES

2.1 Give the solution of Example 2.8.

2.2 Let S be any non-empty set and let X be a normed space over F. Let
Fb(S, X) be the linear subspace of F (S, X) of all functions f : S → X

such that {‖f(s)‖ : s ∈ S} is bounded. Show that Fb(S, X) has a
norm defined by

‖f‖b = sup{‖f(s)‖ : s ∈ S}.

2.3 For each n ∈ N let fn : [0, 1] → R be defined by fn(x) = xn. Find
the norm of fn in the following cases:

(a) in the normed space CR([0, 1]);
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(b) in the normed space L1[0, 1].

2.4 Let X be a normed linear space. If x ∈ X \{0} and r > 0, find α ∈ R

such that ‖αx‖ = r.

2.5 Let X be a vector space with norm ‖ · ‖1 and let Y be a vector space
with norm ‖ · ‖2. Let Z = X × Y have norm given in Example 2.8.
Let {(xn, yn)} be a sequence in Z.

(a) Show that {(xn, yn)} converges to (x, y) in Z if and only if {xn}
converges to x in X and {yn} converges in y in Y .

(b) Show that {(xn, yn)} is Cauchy in Z if and only if {xn} is Cauchy
in X and {yn} is Cauchy in Y .

2.2 Finite-dimensional Normed Spaces

The simplest vector spaces to study are the finite-dimensional ones, so a natural
place to start our study of normed spaces is with finite-dimensional normed
spaces. We have already seen in Example 2.3 that each finite-dimensional space
has a norm, but this norm depends on the choice of basis. This suggests that
there can be many different norms on each finite-dimensional space. Even in
R

2 we have already seen that there are at least two norms:

(a) the standard norm defined in Example 2.2;

(b) the norm ‖(x, y)‖ = |x| + |y|, defined in Example 2.8.

To show how different these two norms are it is instructive to sketch the set
{(x, y) ∈ R

2 : ‖(x, y)‖ = 1} for each norm, which will be done in Exercise 2.7.
However, even when we have two norms on a vector space, if these norms are
not too dissimilar, it is possible that the metric space properties of the space
could be the same for both norms. A more precise statement of what is meant
by being “not too dissimilar” is given in Definition 2.12.

Definition 2.12

Let X be a vector space and let ‖ · ‖1 and ‖ · ‖2 be two norms on X. The norm
‖ · ‖2 is equivalent to the norm ‖ · ‖1 if there exists M,m > 0 such that for all
x ∈ X

m‖x‖1 ≤ ‖x‖2 ≤ M‖x‖1.

In view of the terminology used, it should not be a surprise that this defines
an equivalence relation on the set of all norms on X, as we now show.
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Lemma 2.13

Let X be a vector space and let ‖ · ‖1, ‖ · ‖2 and ‖ · ‖3 be three norms on X.
Let ‖ · ‖2 be equivalent to ‖ · ‖1 and let ‖ · ‖3 be equivalent to ‖ · ‖2.

(a) ‖ · ‖1 is equivalent to ‖ · ‖2.

(b) ‖ · ‖3 is equivalent to ‖ · ‖1.

Proof

By the hypothesis, there exists M,m > 0 such that m‖x‖1 ≤ ‖x‖2 ≤ M‖x‖1

for all x ∈ X and there exists K, k > 0 such that k‖x‖2 ≤ ‖x‖3 ≤ K‖x‖2 for
all x ∈ X. Hence:

(a)
1
M

‖x‖2 ≤ ‖x‖1 ≤ 1
m

‖x‖2 for all x ∈ X and so ‖ · ‖1 is equivalent to ‖ · ‖2;

(b) km‖x‖1 ≤ ‖x‖3 ≤ KM‖x‖1 for all x ∈ X and so ‖ · ‖3 is equivalent to
‖ · ‖1. ��

We now show that in a vector space with two equivalent norms the metric
space properties are the same for both norms.

Lemma 2.14

Let X be a vector space and let ‖ · ‖ and ‖ · ‖1 be norms on X. Let d and d1

be the metrics defined by d(x, y) = ‖x − y‖ and d1(x, y) = ‖x − y‖1. Suppose
that there exists K > 0 such that ‖x‖ ≤ K‖x‖1 for all x ∈ X. Let {xn} be a
sequence in X.

(a) If {xn} converges to x in the metric space (X, d1) then {xn} converges to
x in the metric space (X, d).

(b) If {xn} is Cauchy in the metric space (X, d1) then {xn} is Cauchy in the
metric space (X, d).

Proof

(a) Let ε > 0. There exists N ∈ N such that ‖xn − x‖1 <
ε

K
when n ≥ N .

Hence, when n ≥ N ,

‖xn − x‖ ≤ K‖xn − x‖1 < ε.

Therefore {xn} converges to x in the metric space (X, d).

(b) As this proof is similar to part (a), it is left as an exercise. ��
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Corollary 2.15

Let X be a vector space and let ‖ · ‖ and ‖ · ‖1 be equivalent norms on X. Let
d and d1 be the metrics defined by d(x, y) = ‖x − y‖ and d1(x, y) = ‖x − y‖1.
Let {xn} be a sequence in X.

(a) {xn} converges to x in the metric space (X, d) if and only if {xn} converges
to x in the metric space (X, d1).

(b) {xn} is Cauchy in the metric space (X, d) if and only if {xn} is Cauchy in
the metric space (X, d1).

(c) (X, d) is complete if and only if (X, d1) is complete.

Proof

As ‖ · ‖ and ‖ · ‖1 are equivalent norms on X there exists M,m > 0 such that
m‖x‖ ≤ ‖x‖1 ≤ M‖x‖ for all x ∈ X.

(a) As ‖x‖1 ≤ M‖x‖ for all x ∈ X, if {xn} converges to x in the metric space
(X, d), then {xn} converges to x in the metric space (X, d1) by Lemma 2.14.

Conversely, as ‖x‖ ≤ 1
m

‖x‖1 for all x ∈ X, if {xn} converges to x in the

metric space (X, d1), then {xn} converges to x in the metric space (X, d)
by Lemma 2.14.

(b) As in Lemma 2.14, this proof is similar to part (a) so is again left as an
exercise.

(c) Suppose that (X, d) is complete and let {xn} be a Cauchy sequence in the
metric space (X, d1). Then {xn} is Cauchy in the metric space (X, d) by
part (b) and hence {xn} converges to some point x in the metric space
(X, d), since (X, d) is complete. Thus {xn} converges to x in the metric
space (X, d1) by part (a) and so (X, d1) is complete. The converse is true
by symmetry. ��

If X is a vector space with two equivalent norms ‖ · ‖ and ‖ · ‖1 and x ∈ X

it is likely that ‖x‖ �= ‖x‖1. However, by Corollary 2.15, as far as many metric
space properties are concerned it does not matter whether we consider one
norm or the other. This is important as sometimes one of the norms is easier
to work with than the other.

If X is a finite-dimensional space then we know from Example 2.3 that X

has at least one norm. We now show that any other norm on X is equivalent to
this norm, and hence derive many metric space properties of finite-dimensional
normed vector spaces.
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Theorem 2.16

Let X be a finite-dimensional vector space with norm ‖·‖ and let {e1, e2, . . . , en}
be a basis for X. Another norm on X was defined in Example 2.3 by

‖
n∑

j=1

λjej‖1 =
( n∑

j=1

|λj |2
) 1

2
. (2.1)

The norms ‖ · ‖ and ‖ · ‖1 are equivalent.

Proof

Let M =
( ∑n

j=1 ‖ej‖2
) 1

2
. Then M > 0 as {e1, e2, . . . , en} is a basis for X.

Also

‖
n∑

j=1

λjej‖ ≤
n∑

j=1

‖λjej‖

=
n∑

j=1

|λj |‖ej‖

≤
( n∑

j=1

|λj |2
) 1

2
( n∑

j=1

‖ej‖2
) 1

2

= M‖
n∑

j=1

λjej‖1.

Now let f : F
n → F be defined by

f(λ1, . . . , λn) = ‖
n∑

j=1

λjej‖.

The function f is continuous with respect to the standard metric on F
n by

Theorem 2.11. Now if

S = {(λ1, λ2, . . . , λn) ∈ F
n :

n∑
j=1

|λj |2 = 1},

then S is compact, so there exists (µ1, µ2, . . . , µn) ∈ S such that m =
f(µ1, µ2, . . . , µn) ≤ f(λ1, λ2, . . . , λn) for all (λ1, λ2, . . . , λn) ∈ S.

If m = 0 then ‖∑n
j=1 µjej‖ = 0 so

∑n
j=1 µjej = 0 which contradicts the

fact that {e1, e2, . . . , en} is a basis for X. Hence m > 0. Moreover, by the
definition of ‖ · ‖1, if ‖x‖1 = 1 then ‖x‖ ≥ m. Therefore, if y ∈ X \ {0}, since∥∥∥∥ y

‖y‖1

∥∥∥∥
1

= 1, we must have
∥∥∥∥ y

‖y‖1

∥∥∥∥ ≥ m and so

‖y‖ ≥ m‖y‖1.

As ‖y‖ ≥ m‖y‖1 when y = 0 it follows that ‖ · ‖ and ‖ · ‖1 are equivalent. ��
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Corollary 2.17

If ‖ · ‖ and ‖ · ‖2 are any two norms on a finite-dimensional vector space X then
they are equivalent.

Proof

Let {e1, e2, . . . , en} be a basis for X and let ‖ · ‖1 be the norm on X defined by
(2.1). Then both ‖ · ‖ and ‖ · ‖2 are equivalent to ‖ · ‖1, by Theorem 2.16 and
so ‖ · ‖2 is equivalent to ‖ · ‖, by Lemma 2.13. ��

Now that we have shown that all norms on a finite-dimensional space are
equivalent we can obtain the metric space properties of the metric associated
with any norm simply by considering one particular norm.

Lemma 2.18

Let X be a finite-dimensional vector space over F and let {e1, e2, . . . , en} be a
basis for X. If ‖ · ‖1 : X → R is the norm on X defined by (2.1) then X is a
complete metric space.

Proof

Let {xm} be a Cauchy sequence in X and let ε > 0. Each element of the
sequence can be written as xm =

∑n
j=1 λj,mej for some λj,m ∈ F. As {xm} is

Cauchy there exists N ∈ N such that when k, m ≥ N ,

n∑
j=1

|λj,k − λj,m|2 = ‖xk − xm‖2
1 ≤ ε2.

Hence |λj,k −λj,m|2 ≤ ε2 for k, m ≥ N and 1 ≤ j ≤ n. Thus {λj,m} is a Cauchy
sequence in F for 1 ≤ j ≤ n and since F is complete there exists λj ∈ F such
that lim

m→∞ λj,m = λj . Therefore there exists Nj ∈ N such that when m ≥ Nj

|λj,m − λj |2 ≤ ε2

n
.

Let N0 = max(N1, N2, . . . Nn) and let x =
∑n

j=1 λjej . Then when m ≥ N0,

‖xm − x‖2
1 =

n∑
j=1

|λj,m − λj |2 ≤
n∑

j=1

ε2

n
= ε2.

Hence {xm} converges to x so X is complete. ��
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Corollary 2.19

If ‖ ·‖ is any norm on a finite-dimensional space X then X is a complete metric
space.

Proof

Let {e1, e2, . . . , en} be a basis for X and let ‖ ·‖1 : X → R be a second norm on
X defined by (2.1). The norms ‖ · ‖ and ‖ · ‖1 are equivalent by Corollary 2.17
and X with norm ‖ · ‖1 is complete by Lemma 2.18. Hence X with norm ‖ · ‖
is also complete by Corollary 2.15. ��

Corollary 2.20

If Y is a finite-dimensional subspace of a normed vector space X, then Y is
closed.

Proof

The space Y is itself a normed vector space and so it is a complete metric space
by Corollary 2.19. Hence Y is closed since any complete subset of a metric space
X is closed. ��

These results show that the metric space properties of all finite-dimensional
normed spaces are similar to those of F

n. However, each norm on a finite-
dimensional space will give different normed space properties. At the start of
this section we gave a geometrical example to illustrate this. A different example
of this is the difficulty in getting a good estimate of the smallest possible range
we can take for [m, M ] in Corollary 2.17.

EXERCISES

2.6 Let P be the (infinite dimensional) vector space of polynomials de-
fined on [0, 1]. Since P is a linear subspace of CF([0, 1]) it has a norm
‖p‖1 = sup{|p(x)| : x ∈ [0, 1]}, and since P is a linear subspace of
L1[0, 1] it has another norm ‖p‖2 =

∫ 1
0 |p(x)| dx. Show that ‖·‖1 and

‖ · ‖2 are not equivalent on P.

2.7 Sketch the set {(x, y) ∈ R
2 : ‖(x, y)‖ = 1} when:

(a) ‖ · ‖ is the standard norm on R
2 given in Example 2.2;
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(b) ‖(x, y)‖ = |x| + |y|.
2.8 Prove Lemma 2.14(b).

2.9 Prove Corollary 2.15(b).

2.3 Banach Spaces

When we turn to an infinite-dimensional vector space X we saw in Exercise 2.6,
for example, that there may be two norms on X which are not equivalent.
Therefore many of the methods used in the previous section do not extend to
infinite-dimensional vector spaces and so we might expect that many of these
results are no longer true. For example, every finite-dimensional linear subspace
of a normed vector space is closed, by Corollary 2.20. This is not true for all
infinite-dimensional linear subspaces of normed spaces as we now see.

Example 2.21

Let

S = {{xn} ∈ �∞ : there exists N ∈ N such that xn = 0 for n ≥ N},

so that S is the linear subspace of �∞ consisting of sequences having only
finitely many non-zero terms. Then S is not closed.

Solution
If x =

(
1,

1
2
,
1
3
, . . .

)
then x ∈ �∞ \ S. Let xn =

(
1,

1
2
,
1
3
, . . . ,

1
n

, 0, 0, . . .
)
.

Then xn ∈ S and

‖x − xn‖ = ‖
(

0, 0, . . . , 0,
1

n + 1
,

1
n + 2

, . . .
)

‖ =
1

n + 1
.

Hence lim
n→∞‖x − xn‖ = 0 and so lim

n→∞xn = x. Therefore x ∈ S \ S and thus S

is not closed. ��

We will see below that closed linear subspaces are more important than
linear subspaces which are not closed. Thus, if a given linear subspace S is not
closed it will often be advantageous to consider its closure S instead (recall
that for any subset A of a metric space, A ⊂ A and A = A if and only if A is
closed). However, we must first show that the closure of a linear subspace of a
normed vector space is also a linear subspace.
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Lemma 2.22

If X is a normed vector space and S is a linear subspace of X then S is a linear
subspace of X.

Proof

We use the subspace test. Let x, y ∈ S and let α ∈ F. Since x, y ∈ S there are
sequences {xn} and {yn} in S such that

x = lim
n→∞xn, y = lim

n→∞yn.

Since S is a linear subspace xn + yn ∈ S for all n ∈ N , so

x + y = lim
n→∞(xn + yn) ∈ S.

Similarly αxn ∈ S for all n ∈ N , so

αx = lim
n→∞αxn ∈ S.

Hence S is a linear subspace. ��

Suppose that X is a normed vector space and let E be any non-empty
subset of X. We recall from Definition 1.3 that the span of E is the set of all
linear combinations of elements of E or equivalently the intersection of all linear
subspaces containing E. Since X is a closed linear subspace of X containing E

we can form a similar intersection with closed linear subspaces.

Definition 2.23

Let X be a normed vector space and let E be any non-empty subset of X. The
closed linear span of E, denoted by SpE, is the intersection of all the closed
linear subspaces of X which contain E.

The notation used for the closed linear span of E suggests that there is a
link between SpE and SpE. This link is clarified in Lemma 2.24.

Lemma 2.24

Let X be a normed space and let E be any non-empty subset of X.

(a) SpE is a closed linear subspace of X which contains E.

(b) SpE = SpE, that is, SpE is the closure of Sp E.
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Proof
(a) As the intersection of any family of closed sets is closed, SpE is closed,

and as the intersection of any family of linear subspaces is a linear subspace
SpE is a linear subspace. Hence SpE is a closed linear subspace of X which
contains E.

(b) Since SpE is a closed linear subspace containing E, we have SpE ⊆ SpE.
On the other hand, SpE is a linear subspace of X containing E, so Sp E ⊆
SpE. Since SpE is closed, SpE ⊆ SpE. Therefore SpE = SpE. ��

The usual way to find SpE is to find SpE, then SpE and then use
Lemma 2.24.

The importance of closed linear subspaces is illustrated in Theorem 2.25.
If the word “closed” is omitted from the statement of this theorem the result
need not be true.

Theorem 2.25 (Riesz’ Lemma)

Suppose that X is a normed vector space, Y is a closed linear subspace of X

such that Y �= X and α is a real number such that 0 < α < 1. Then there
exists xα ∈ X such that ‖xα‖ = 1 and ‖xα − y‖ > α for all y ∈ Y .

Proof

As Y �= X there is a point x ∈ X \ Y . Also, since Y is a closed set,

d = inf{‖x − z‖ : z ∈ Y } > 0,

by part (d) of Theorem 1.25. Thus d < dα−1 since 0 < α < 1, so that there

exists z ∈ Y such that ‖x − z‖ < dα−1. Let xα =
x − z

‖x − z‖ . Then ‖xα‖ = 1 and

for any y ∈ Y ,

‖xα − y‖ =
∥∥∥∥ x − z

‖x − z‖ − y

∥∥∥∥
=

∥∥∥∥ x

‖x − z‖ − z

‖x − z‖ − ‖x − z‖y

‖x − z‖
∥∥∥∥

=
1

‖x − z‖‖x − (z + ‖x − z‖y)‖

> (αd−1)d

= α

as z + ‖x − z‖y ∈ Y , since Y is a linear subspace. ��
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Theorem 2.26

If X is an infinite-dimensional normed vector space then neither D = {x ∈ X :
‖x‖ ≤ 1} nor K = {x ∈ X : ‖x‖ = 1} is compact.

Proof

Let x1 ∈ K. Then, as X is not finite-dimensional, Sp{x1} �= X and as Sp{x1} is
finite-dimensional, Sp{x1} is closed by Corollary 2.20. Hence, by Riesz’ lemma,
there exists x2 ∈ K such that

‖x2 − αx1‖ ≥ 3
4

for all α ∈ F. Similarly Sp{x1, x2} �= X and as Sp{x1, x2} is finite-dimensional
Sp{x1, x2} is closed. Hence, by Riesz’ lemma, there exists x3 ∈ K such that

‖x3 − αx1 − βx2‖ ≥ 3
4

for all α, β ∈ F.
Continuing this way we obtain a sequence {xn} in K such that ‖xn−xm‖ ≥

3/4 when n �= m. This cannot have a convergent subsequence, so neither D nor
K is compact. ��

Compactness can be a very useful metric space property as we saw for ex-
ample in the proof of Theorem 2.16. We recall that in any finite-dimensional
normed space any closed bounded set is compact, but unfortunately there are
not as many compact sets in infinite-dimensional normed spaces as there are
in finite-dimensional spaces by Theorem 2.26. This is a major difference be-
tween the metric space structure of finite-dimensional and infinite-dimensional
normed spaces. Therefore the deeper results in normed spaces will likely only
occur in those spaces which are complete.

Definition 2.27

A Banach space is a normed vector space which is complete under the metric
associated with the norm.

Fortunately, many of our examples of normed vector spaces are Banach
spaces. It is convenient to list all of these together in one theorem even though
many of the details have been given previously.
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Theorem 2.28

(a) Any finite-dimensional normed vector space is a Banach space.

(b) If X is a compact metric space then CF(X) is a Banach space.

(c) If (X, Σ, µ) is a measure space then Lp(X) is a Banach space for 1 ≤ p ≤ ∞.

(d) �p is a Banach space for 1 ≤ p ≤ ∞.

(e) If X is a Banach space and Y is a linear subspace of X then Y is a Banach
space if and only if Y is closed in X.

Proof

(a) This is given in Corollary 2.19.

(b) This is given in Theorem 1.39.

(c) This is given in Theorem 1.61.

(d) This is a special case of part (c) by taking counting measure on N.

(e) Y is a normed linear subspace from Example 2.7 and Y is a Banach space
if and only if it is complete. However, a subset of a complete metric space
is complete if and only if it is closed by Theorem 1.35. Hence Y is a Banach
space if and only if Y is closed in X. ��

To give a small demonstration of the importance that completeness will
play in the rest of this book, we conclude this chapter with an analogue of the
absolute convergence test for series which is valid for Banach spaces. To state
this, we first need the definition of convergence of a series in a normed space.

Definition 2.29

Let X be a normed space and let {xk} be a sequence in X. For each positive
integer n let sn =

∑n
k=1 xk be the nth partial sum of the sequence. The series∑∞

k=1 xk is said to converge if lim
n→∞ sn exists in X and, if so, we define

∞∑
k=1

xk = lim
n→∞ sn.

Theorem 2.30

Let X be a Banach space and let {xn} be a sequence in X. If the series∑∞
k=1 ‖xk‖ converges then the series

∑∞
k=1 xk converges.
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Proof

Let ε > 0 and let sn =
∑n

k=1 xk be the nth partial sum of the sequence. As∑∞
k=1 ‖xk‖ converges the partial sums of

∑∞
k=1 ‖xk‖ form a Cauchy sequence

so there exists N ∈ N such that
∑m

k=n+1 ‖xk‖ < ε when m > n ≥ N . Therefore,
by the triangle inequality, when m > n ≥ N

‖sm − sn‖ ≤
m∑

k=n+1

‖xk‖ < ε.

Hence {sn} is a Cauchy sequence and so converges as X is complete. Thus∑∞
k=1 xk converges. ��

EXERCISES

2.10 If

S = {{xn} ∈ �2 : ∃N ∈ N such that xn = 0 for n ≥ N},

so that S is a linear subspace of �2 consisting of sequences having
only finitely many non-zero terms, show that S is not closed.

2.11 Let X be a normed space, let x ∈ X \ {0} and let Y be a linear
subspace of X.

(a) If there is η > 0 such that {y ∈ X : ‖y‖ < η} ⊆ Y , show that
ηx

2‖x‖ ∈ Y .

(b) If Y is open, show that Y = X.

2.12 Let X be a normed linear space and, for any x ∈ X and r > 0, let
T = {y ∈ X : ‖y − x‖ ≤ r} and S = {y ∈ X : ‖y − x‖ < r}.

(a) Show that T is closed.

(b) If z ∈ T and zn = (r − n−1)z, for n ∈ N, show that lim
n→∞ zn = z

and hence show that S = T .

2.13 Let X be a Banach space with norm ‖·‖1 and let Y be a Banach space
with norm ‖ · ‖2. If Z = X ×Y with the norm given in Example 2.8,
show that Z is a Banach space.

2.14 Let S be any non-empty set, let X be a Banach space over F and
let Fb(S, X) be the vector space given in Exercise 2.2 with the norm
‖f‖b = sup{‖f(s)‖ : s ∈ S}. Show that Fb(S, X) is a Banach space.



3
Inner Product Spaces, Hilbert Spaces

3.1 Inner Products

The previous chapter introduced the concept of the norm of a vector as a
generalization of the idea of the length of a vector. However, the length of a
vector in R

2 or R
3 is not the only geometric concept which can be expressed

algebraically. If x = (x1, x2, x3) and y = (y1, y2, y3) are vectors in R
3 then

the angle, θ, between them can be obtained using the scalar product (x, y) =
x1y1 +x2y2 +x3y3 = ‖x‖‖y‖ cos θ, where ‖x‖ =

√
x2

1 + x2
2 + x2

3 =
√

(x, x) and
‖y‖ =

√
(y, y) are the lengths of x and y respectively. The scalar product is

such a useful concept that we would like to extend it to other spaces. To do this
we look for a set of axioms which are satisfied by the scalar product in R

3 and
which can be used as the basis of a definition in a more general context. It will
be seen that it is necessary to distinguish between real and complex spaces.

Definition 3.1

Let X be a real vector space. An inner product on X is a function (· , ·) :
X × X → R such that for all x, y, z ∈ X and α, β ∈ R,

(a) (x, x) ≥ 0;

(b) (x, x) = 0 if and only if x = 0;

(c) (αx + βy, z) = α(x, z) + β(y, z);

(d) (x, y) = (y, x).

51



52 Linear Functional Analysis

The first example shows, in particular, that the scalar product on R
3 is an

inner product.

Example 3.2

The function (· , ·) : R
k × R

k → R defined by (x, y) =
∑k

n=1 xnyn, is an inner
product on R

k. This inner product will be called the standard inner product on
R

k.

Solution

We show that the above formula defines an inner product by verifying that all
the properties in Definition 3.1 or 3.3 hold.

(a) (x, x) =
∑k

n=1 x2
n ≥ 0;

(b) (x, x) = 0 implies that xn = 0 for all n, so x = 0;

(c) (αx + βy, z) =
k∑

n=1

(αxn + βyn)zn = α

k∑
n=1

xnzn + β

k∑
n=1

ynzn

= α(x, z) + β(y, z);

(d) (x, y) =
k∑

n=1

xnyn =
k∑

n=1

ynxn = (y, x). ��

Before we turn to other examples we consider what modifications need to be
made to define a suitable inner product on complex spaces. Let us consider the
space C

3 and, by analogy with Example 3.2, let us examine what seems to be
the natural analogue of the scalar product on R

3, namely (x, y) =
∑3

n=1 xnyn,
x, y ∈ C

3. An immediate problem is that in the complex case the quantity
(x, x) = x2

1 + x2
2 + x2

3 need not be real and so, in particular, need not be
positive. Thus, in the complex case property (a) in Definition 3.1 need not hold.
Furthermore, the quantity

√
(x, x), which gives the length of x in the real case,

need not be a real number, and hence does not give a very good idea of the
length of x. On the other hand, the quantities |xn|2 = xnxn, n = 1, 2, 3 (the
bar denotes complex conjugate), are real and positive, so we can avoid these
problems by redefining the scalar product on C

3 to be (x, y) =
∑3

n=1 xnyn.
However, the complex conjugate on the y-variables in this definition forces us
to make a slight modification in the general definition of inner products on
complex spaces.
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Definition 3.3

Let X be a complex vector space. An inner product on X is a function
(· , ·) : X × X → C such that for all x, y, z ∈ X, α, β ∈ C,

(a) (x, x) ∈ R and (x, x) ≥ 0;

(b) (x, x) = 0 if and only if x = 0;

(c) (αx + βy, z) = α(x, z) + β(y, z);

(d) (x, y) = (y, x).

Example 3.4

The function (· , ·) : C
k × C

k → C defined by (x, y) =
∑k

n=1 xnyn, is an inner
product on C

k. This inner product will be called the standard inner product on
C

k.

Solution
The proof follows that of Example 3.2, using properties of the complex conju-
gate where appropriate. ��

Definition 3.5

A real or complex vector space X with an inner product (· , ·) is called an inner
product space.

Strictly speaking, we should distinguish the vector space X with the inner
product (· , ·) from the same space with a different inner product (· , ·)′. However,
since it will always be obvious which inner product is meant on any given vector
space X we (in common with most authors) will ignore this distinction. In
particular, from now on (unless otherwise stated) R

k and C
k will always denote

the inner product spaces with inner products as in Examples 3.2 and 3.4.
The only difference between inner products in real and complex spaces lies

in the occurrence of the complex conjugate in property (d) in Definition 3.3.
Similarly, except for the occurrence of complex conjugates, most of the results
and proofs that we discuss below apply equally to both real and complex spaces.
Thus from now on, unless explicitly stated otherwise, vector spaces may be ei-
ther real or complex, but we will include the complex conjugate in the discussion
at appropriate points, on the understanding that in the real case this should
be ignored.
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In general, an inner product can be defined on any finite-dimensional vector
space. We leave the solution of the next example, which is a generalization of
Examples 3.2 and 3.4, to Exercise 3.2.

Example 3.6

Let X be a k-dimensional vector space with basis {e1, . . . , ek}. Let x, y ∈ X

have the representation x =
∑k

n=1 λnen, y =
∑k

n=1 µnen. The function (· , ·) :
X × X → F defined by (x, y) =

∑k
n=1 λnµn, is an inner product on X.

Clearly, the above inner product depends on the basis chosen, and so we
only obtain a “standard” inner product when there is some natural “standard”
basis for the space.

Now let (X, Σ, µ) be a measure space, and recall the vector spaces Lp(X)
from Definition 1.54.

Example 3.7

If f, g ∈ L2(X) then fg ∈ L1(X) and the function (· , ·) : L2(X) × L2(X) → F

defined by (f, g) =
∫

X
fg dµ is an inner product on L2(X). This inner product

will be called the standard inner product on L2(X).

Solution
Let f, g ∈ L2(X). Then by Hölder’s inequality, with p = q = 2 (Theorem 1.55)
and the definition of L2(X),∫

X

|fg| dµ ≤
(∫

X

|f |2 dµ

)1/2 (∫
X

|g|2 dµ

)1/2

< ∞,

so fg ∈ L1(X) and the formula (f, g) =
∫

X
fg dµ is well-defined. We now show

that the above formula defines an inner product on L2(X) by verifying that
all the properties in Definition 3.1 or 3.3 hold. It follows from the properties of
the integral described in Section 1.3 that:

(a) (f, f) =
∫

X
|f |2 dµ ≥ 0;

(b) (f, f) = 0 ⇐⇒ ∫
X

|f |2 dµ = 0 ⇐⇒ f = 0 a.e.;

(c) (αf + βg, h) =
∫

X
(αf + βg)h dµ = α

∫
X

fh + β
∫

X
gh = α(f, h) + β(g, h);

(d) (f, g) =
∫

X
fg dµ =

∫
X

gf dµ = (g, f). ��

The next example shows that the sequence space �2 defined in Example 1.57
is an inner product space. This is in fact a special case of the previous example,
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using counting measure on N (see Chapter 1), but it seems useful to work
through the solution from first principles, which we leave to Exercise 3.3.

Example 3.8

If a = {an}, b = {bn} ∈ �2 then the sequence {anbn} ∈ �1 and the function
(· , ·) : F

k × F
k → F defined by (a, b) =

∑∞
n=1 anbn is an inner product on �2.

This inner product will be called the standard inner product on �2.

Our next examples show that subspaces and Cartesian products of inner
product spaces are also inner product spaces, with the inner product defined in
a natural manner. These results are similar to Examples 2.7 and 2.8 for normed
spaces. The proofs are again easy so are omitted.

Example 3.9

Let X be an inner product space with inner product (· , ·) and let S be a linear
subspace of X. Let (· , ·)S be the restriction of (· , ·) to S. Then (· , ·)S is an
inner product on S.

Example 3.10

Let X and Y be inner product spaces with inner products (· , ·)1 and (· , ·)2
respectively, and let Z = X × Y be the Cartesian product space (see Defini-
tion 1.4). Then the function (· , ·) : Z × Z → F defined by ((u, v), (x, y)) =
(u, x)1 + (v, y)2 is an inner product on Z.

Remark 3.11

We should note that, although the definitions in Examples 2.8 and 3.10 are
natural, the norm induced on Z by the above inner product has the form√

‖x‖2
1 + ‖y‖2

2 (where ‖ · ‖1, ‖ · ‖2 are the norms induced by the inner products
(· , ·)1, (· , ·)2), whereas the norm defined on Z in Example 2.8 has the form
‖x‖1 + ‖y‖2. These two norms are not equal, but they are equivalent so in
discussing analytic properties it makes no difference which one is used. However,
the induced norm is somewhat less convenient to manipulate due to the square
root term. Thus, in dealing with Cartesian product spaces one generally uses
the norm in Example 2.8 if only norms are involved, but one must use the
induced norm if inner products are also involved.
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We now state some elementary algebraic identities which inner products
satisfy.

Lemma 3.12

Let X be an inner product space, x, y, z ∈ X and α, β ∈ F. Then,

(a) (0, y) = (x, 0) = 0;

(b) (x, αy + βz) = α(x, y) + β(x, z);

(c) (αx + βy, αx + βy) = |α|2(x, x) + αβ(x, y) + βα(y, x) + |β|2(y, y).

Proof

(a) (0, y) = (0.0, y) = 0(0, y) = 0 and (x,0) = (0, x) = 0 = 0
(to distinguish the zero vector in X from the scalar zero we have, tem-
porarily, denoted the zero vector by 0 here).

(b) (x, αy + βz) = (αy + βz, x) = α(y, x) + β(z, x) = α(x, y) + β(x, z)
(using the properties of the inner product in Definition 3.3).

(c) (αx + βy, αx + βy) = α(αx + βy, x) + β(αx + βy, y)

= αα(x, x) + αβ(y, x) + βα(x, y) + ββ(y, y),

hence the result follows from αα = |α|2, ββ = |β|2. ��

From part (c) of Definition 3.3 and part (b) of Lemma 3.12, we can say
that an inner product (· , ·) on a complex space is linear with respect to its first
variable and is conjugate linear with respect to its second variable (an inner
product on a real space is linear with respect to both variables).

In the introduction to this chapter we noted that if x ∈ R
3 and (· , ·) is the

usual inner product on R
3, then the formula

√
(x, x) gives the usual Euclidean

length, or norm, of x. We now want to show that for a general inner product
space X the same formula defines a norm on X.

Lemma 3.13

Let X be an inner product space and let x, y ∈ X. Then:

(a) |(x, y)|2 ≤ (x, x)(y, y), x, y ∈ X;

(b) the function ‖ · ‖ : X → R defined by ‖x‖ = (x, x)1/2, is a norm on X.
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Proof

(a) If x = 0 or y = 0 the result is true, so we suppose that neither x nor y is
zero. Putting α = −(x, y)/(x, x) and β = 1 in part (c) of Lemma 3.12 we
obtain

0 ≤ (αx + y, αx + y)

=

∣∣∣∣∣ (x, y)
(x, x)

∣∣∣∣∣
2

(x, x) − (x, y)(x, y)
(x, x)

− (x, y)(y, x)
(x, x)

+ (y, y)

=
|(x, y)|2
(x, x)

− |(x, y)|2
(x, x)

− |(x, y)|2
(x, x)

+ (y, y) (since (y, x) = (x, y))

and hence |(x, y)|2 ≤ (x, x)(y, y).

(b) Using the above properties of inner products we now verify that the given
definition of ‖x‖ satisfies all the defining properties of a norm:

(i) ‖x‖ = (x, x)1/2 ≥ 0;

(ii) ‖x‖ = 0 ⇐⇒ (x, x)1/2 = 0 ⇐⇒ x = 0;

(iii) ‖αx‖ = (αx, αx)1/2 = (αα)1/2(x, x)1/2 = |α|‖x‖;

(iv) ‖x + y‖2 = ‖x‖2 + 2�e (x, y) + ‖y‖2 (by Lemma 3.12(c)
with α = β = 1)

≤ ‖x‖2 + 2‖x‖‖y‖ + ‖y‖2 (by (a))

= (‖x‖ + ‖y‖)2. ��

The norm ‖x‖ = (x, x)1/2 defined in Lemma 3.13 on the inner product
space X is said to be induced by the inner product (· , ·). The lemma shows
that, by using the induced norm, every inner product space can be regarded as
a normed space. From now on, whenever we use a norm on an inner product
space X it will be the induced norm – we will not mention this specifically
each time. By examining the standard norms and inner products that we have
defined so far (on F

k, �2 and L2(X)), we see that each of these norms is induced
by the corresponding inner products. Also, with this convention, the inequality
in part (a) of Lemma 3.13 can be rewritten as

|(x, y)| ≤ ‖x‖‖y‖. (3.1)

The inequality in Corollary 1.59 is a special case of inequality (3.1) (obtained
by substituting the standard inner product and norm on F

k into (3.1)). The
inequality (3.1) is called the Cauchy–Schwarz inequality. It will prove to be
an extremely useful inequality below. We note also that it is frequently more
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convenient to work with the square of the induced norm to avoid having to
take square roots.

Since every inner product space has an induced norm, a natural question is
whether every norm is induced by an inner product. The answer is no – norms
induced by inner products have some special properties that norms in general
do not possess. We leave the proofs of the identities in the following lemma and
theorem as exercises (see Exercises 3.4 and 3.5).

Lemma 3.14

Let X be an inner product space with inner product (· , ·). Then for all
u, v, x, y ∈ X:

(a) (u + v, x + y) − (u − v, x − y) = 2(u, y) + 2(v, x);

(b) 4(u, y) = (u + v, x + y) − (u − v, x − y) + i(u + iv, x + iy)
−i(u − iv, x − iy)

(for complex X).

Theorem 3.15

Let X be an inner product space with inner product (· , ·) and induced norm
‖ · ‖. Then for all x, y ∈ X:

(a) ‖x + y‖2 + ‖x − y‖2 = 2
(

‖x‖2 + ‖y‖2
)

(the parallelogram rule);

(b) if X is real then

4(x, y) = ‖x + y‖2 − ‖x − y‖2;

(c) if X is complex then

4(x, y) = ‖x + y‖2 − ‖x − y‖2 + i‖x + iy‖2 − i‖x − iy‖2

(the polarization identity).

One way to show that a given norm on a vector space is not induced by an
inner product is to show that it does not satisfy the parallelogram rule.

Example 3.16

The standard norm on the space C[0, 1] is not induced by an inner product.
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Solution
Consider the functions f, g ∈ C[0, 1] defined by f(x) = 1, g(x) = x, x ∈ [0, 1].
From the definition of the standard norm on C[0, 1] we have

‖f + g‖2 + ‖f − g‖2 = 4 + 1 = 5,

2(‖f‖2 + ‖g‖2) = 2(1 + 1) = 4.

Thus the parallelogram rule does not hold and so the norm cannot be induced
by an inner product. ��

Since an inner product space X is a normed space (with the induced norm),
it is also a metric space with the metric associated with the norm (see Chap-
ter 2). From now on, any metric space concepts that we use on X will be
defined in terms of this metric. An important property of this metric is that
the inner product (· , ·) on X, which was defined solely in terms of its algebraic
properties, is a continuous function in the following sense.

Lemma 3.17

Let X be an inner product space and suppose that {xn} and {yn} are conver-
gent sequences in X, with limn→∞ xn = x, limn→∞ yn = y. Then

lim
n→∞(xn, yn) = (x, y).

Proof

|(xn, yn) − (x, y)| = |(xn, yn) − (xn, y) + (xn, y) − (x, y)|
≤ |(xn, yn) − (xn, y)| + |(xn, y) − (x, y)|
= |(xn, yn − y)| + |(xn − x, y)|
≤ ‖xn‖‖yn − y‖ + ‖xn − x‖‖y‖ (by (3.1)).

Since the sequence {xn} is convergent, ‖xn‖ is bounded, so the right-hand side
of this inequality tends to zero as n → ∞. Hence limn→∞(xn, yn) = (x, y). ��

EXERCISES

3.1 Let X be an inner product space and let u, v ∈ X. If (x, u) = (x, v)
for all x ∈ X, show that u = v.

3.2 Give the solution of Example 3.6.
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3.3 Prove the following inequalities, for any a, b ∈ C.

(a) 2|a||b| ≤ |a|2 + |b|2.
(b) |a + b|2 ≤ 2(|a|2 + |b|2).
The second inequality is a special case of Minkowski’s inequality, see
Corollary 1.58, but it is worthwhile to prove this simple case directly.

Use these inequalities to show, from first principles, that the set �2

is a vector space and that the formula in Example 3.8 gives an inner
product on �2.

3.4 Give the proof of Lemma 3.14.

3.5 Use the results of Exercise 3.4 to prove Theorem 3.15.

3.6 Draw a picture to illustrate the parallelogram rule and to show why
it has this name.

3.7 Show that the non-standard norm ‖x‖1 =
∑k

n=1 |xn| on the space
R

k is not induced by an inner product.

3.2 Orthogonality

The reason we introduced inner products was in the hope of extending the
concept of angles between vectors. From the Cauchy–Schwarz inequality (3.1)
for real inner product spaces, if x, y are non-zero vectors, then

−1 ≤ (x, y)
‖x‖‖y‖ ≤ 1,

and so the angle between x and y can be defined to be

θ = cos−1
( (x, y)

‖x‖‖y‖
)

.

For complex inner product spaces the position is more difficult (the inner prod-
uct (x, y) may be complex, and it is not clear what a complex “angle” would
mean). However, an important special case can be considered, namely when
(x, y) = 0. In this case we can regard the vectors as being perpendicular, or
orthogonal.

Definition 3.18

Let X be an inner product space. The vectors x, y ∈ X are said to be orthogonal
if (x, y) = 0.
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From linear algebra we are also familiar with the concept of orthonormal
sets of vectors in finite-dimensional inner product spaces. This concept can be
extended to arbitrary inner product spaces.

Definition 3.19

Let X be an inner product space. The set {e1, . . . , ek} ⊂ X is said to be
orthonormal if ‖en‖ = 1 for 1 ≤ n ≤ k, and (em, en) = 0 for all 1 ≤ m, n ≤ k

with m �= n.

The results in the following lemma about orthonormal sets in finite dimen-
sional inner product spaces may well be familiar, but we recall them here for
later reference.

Lemma 3.20

(a) An orthonormal set {e1, . . . , ek} in any inner product space X is linearly
independent. In particular, if X is k-dimensional then the set {e1, . . . , ek}
is a basis for X and any vector x ∈ X can be expressed in the form

x =
k∑

n=1

(x, en)en (3.2)

(in this case {e1, . . . , ek} is usually called an orthonormal basis and the
numbers (x, en) are the components of x with respect to this basis).

(b) Let {v1, . . . , vk} be a linearly independent subset of an inner product
space X, and let S = Sp {v1, . . . , vk}. Then there is an orthonormal basis
{e1, . . . , ek} for S.

Proof

(a) Suppose that
∑k

n=1 αnen = 0, for some αn ∈ F, n = 1, . . . , k. Then taking
the inner product with em and using orthonormality we obtain

0 =
( k∑

n=1

αnen, em

)
= αm,

for m = 1, . . . , k. Hence, the set {e1, . . . , ek} is linearly independent.

Next, if {e1, . . . , ek} is a basis there exists λn ∈ F, n = 1, . . . , k, such that
x =

∑k
n=1 λnen. Then taking the inner product of this formula with em
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and using orthonormality we obtain

(x, em) =
( k∑

n=1

λnen, em

)
=

k∑
n=1

λn(en, em) = λm, m = 1, . . . , k.

(b) The proof is by induction on k.

For k = 1, since v1 �= 0, ‖v1‖ �= 0 so we can take e1 = v1/‖v1‖, and {e1} is
the required basis.

Now suppose that the result is true for an arbitrary integer k ≥ 1. Let
{v1, . . . , vk+1} be a linearly independent set and let {e1, . . . , ek} be the
orthonormal basis for Sp {v1, . . . , vk} given by the inductive hypothesis.
Since {v1, . . . , vk+1} is linearly independent, vk+1 �∈ Sp {v1, . . . , vk} so
vk+1 �∈ Sp {e1, . . . , ek}. Let bk+1 = vk+1 −∑k

n=1(vk+1, en)en. Then bk+1 ∈
Sp {v1, . . . , vk+1} and bk+1 �= 0 (otherwise vk+1 ∈ Sp {e1, . . . , ek}). Also,
for each m = 1, . . . , k,

(bk+1, em) = (vk+1, em) −
k∑

n=1

(vk+1, en)(en, em)

= (vk+1, em) − (vk+1, em) = 0

(using orthonormality of the set {e1, . . . , ek}). Thus, bk+1 is orthogonal to
all the vectors {e1, . . . , ek}. Let ek+1 = bk+1/‖bk+1‖. Then {e1, . . . , ek+1}
is an orthonormal set with Sp {e1, . . . , ek+1} ⊂ Sp {v1, . . . , vk+1}. But both
these subspaces are (k +1)-dimensional so they must be equal, which com-
pletes the inductive proof. ��

Remark 3.21

The inductive construction of the basis in part (b) of Lemma 3.20, using the
formulae

bk+1 = vk+1 −
k∑

n=1

(vk+1, en)en, ek+1 =
bk+1

‖bk+1‖ ,

is called the Gram–Schmidt algorithm, and is described in more detail in [5]
(see Fig. 3.1 for an illustration of this algorithm at the stage k = 2).

Using an orthonormal basis in a (finite-dimensional) inner product space
makes it easy to work out the norm of a vector in terms of its components. The
following theorem is a generalization of Pythagoras’ theorem.
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e1

e2

b2

v

v

1

2

Fig. 3.1. Gram–Schmidt algorithm, at stage k = 2

Theorem 3.22

Let X be a k-dimensional inner product space and let {e1, . . . , ek} be an or-
thonormal basis for X. Then, for any numbers αn ∈ F, n = 1, . . . , k,

‖
k∑

n=1

αnen‖2 =
k∑

n=1

|αn|2.

Proof

By orthonormality and the algebraic properties of the inner product we have

‖
k∑

n=1

αnen‖2 =
( k∑

m=1

αmem,

k∑
n=1

αnen

)
=

k∑
m=1

k∑
n=1

αmαn(em, en)

=
k∑

n=1

αnαn =
k∑

n=1

|αn|2.
��

We saw, when discussing normed spaces, that completeness is an extremely
important property, and this is also true for inner product spaces. Complete
normed spaces were called Banach spaces, and complete inner product spaces
also have a special name.

Definition 3.23

An inner product space which is complete with respect to the metric associated
with the norm induced by the inner product is called a Hilbert space.

From the preceding results we have the following examples of Hilbert spaces.
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Example 3.24

(a) Every finite-dimensional inner product space is a Hilbert space.

(b) L2(X) with the standard inner product is a Hilbert space.

(c) �2 with the standard inner product is a Hilbert space.

Solution
Part (a) follows from Corollary 2.19, while parts (b) and (c) follow from
Theorem 1.61. ��

In general, infinite-dimensional inner product spaces need not be complete.
We saw in Theorem 2.28 that a linear subspace of a Banach space is a Banach
space if and only if it is closed. A similar result holds for Hilbert spaces.

Lemma 3.25

If H is a Hilbert space and Y ⊂ H is a linear subspace, then Y is a Hilbert
space if and only if Y is closed in H.

Proof

By the above definitions, Y is a Hilbert space if and only if it is complete. But
a subset of a complete metric space is complete if and only if it is closed by
Theorem 1.35. ��

EXERCISES

3.8 Let X be an inner product space. Show that two vectors x, y ∈ X

are orthogonal if and only if ‖x + αy‖ = ‖x − αy‖ for all α ∈ F.
Draw a picture of this in R

2.

3.9 If S is the linear span of a = (1, 4, 1) and b = (−1, 0, 1) in R
3, use

the Gram–Schmidt algorithm to find orthonormal bases of S and of
R

3 containing multiples of a and b.

3.10 Use the Gram–Schmidt algorithm to find an orthonormal basis for
Sp {1, x, x2} in L2[−1, 1].

3.11 Let M and N be Hilbert spaces with inner products (· , ·)1 and (· , ·)2
respectively, and let H = M × N be the Cartesian product space,
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with the inner product defined in Example 3.10. Show that H is a
Hilbert space.

3.3 Orthogonal Complements

We have already seen that the idea of orthogonality of two vectors is an im-
portant concept. We now extend this idea to consider the set of all vectors
orthogonal to a given vector, or even the set of all vectors orthogonal to a
given set of vectors.

Definition 3.26

Let X be an inner product space and let A be a subset of X. The orthogonal
complement of A is the set

A⊥ = {x ∈ X : (x, a) = 0 for all a ∈ A}.

Thus the set A⊥ consists of those vectors in X which are orthogonal to every
vector in A (if A = ø then A⊥ = X). Note that A⊥ is not the set-theoretic
complement of A.

The link between A and A⊥ is given by the condition (x, a) = 0 for all a ∈ A,
and this has to be used to obtain A⊥, as shown in the following example.

Example 3.27

If X = R
3 and A = {(a1, a2, 0) : a1, a2 ∈ R}, then A⊥ = {(0, 0, x3) : x3 ∈ R}.

Solution
By definition, a given vector x = (x1x2, x3) belongs to A⊥ if and only if, for
any a = (a1, a2, 0) with a1, a2 ∈ R, we have

(x, a) = x1a1 + x2a2 = 0.

Putting a1 = x1, a2 = x2, we see that if x ∈ A⊥ then we must have x1 = x2 = 0.
Furthermore, if x1 = x2 = 0, then it follows that x ∈ A⊥. ��

Although the above example is quite simple it is a useful one to keep in mind
when considering the concept of orthogonal complement. It can be generalized
to the following example, whose solution we leave to Exercise 3.14.
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Example 3.28

Suppose that X is a k-dimensional inner product space, and {e1, . . . , ek} is an
orthonormal basis for X. If A = Sp {e1, . . . , ep}, for some 1 ≤ p < k, then
A⊥ = Sp {ep+1, . . . , ek}.

Using the above example, the computation of A⊥ for a subset A of a finite-
dimensional inner product space is relatively easy. We now turn to general
inner product spaces and list some of the principal properties of the orthogonal
complement.

Lemma 3.29

If X is an inner product space and A ⊂ X then:

(a) 0 ∈ A⊥.

(b) If 0 ∈ A then A ∩ A⊥ = {0}, otherwise A ∩ A⊥ = ø.

(c) {0}⊥ = X; X⊥ = {0}.

(d) If A contains an open ball Ba(r), for some a ∈ X and some positive r > 0,
then A⊥ = {0}; in particular, if A is a non-empty open set then A⊥ = {0}.

(e) If B ⊂ A then A⊥ ⊂ B⊥.

(f) A⊥ is a closed linear subspace of X.

(g) A ⊂ (A⊥)⊥.

Proof
(a) Since (0, a) = 0 for all a ∈ A, we have 0 ∈ A⊥.

(b) Suppose that x ∈ A ∩ A⊥. Then (x, x) = 0, and so x = 0 (by part (b) of
the definition of an inner product).

(c) If A = {0}, then for any x ∈ X we have trivially (x, a) = (x, 0) = 0 for all
a ∈ A, so x ∈ A⊥ and hence A⊥ = X. If A = X and x ∈ A⊥ then (x, a) = 0
for all a ∈ X. In particular, putting a = x gives (x, x) = 0, which implies
that x = 0. Hence, A⊥ = {0}.

(d) Suppose that x ∈ A⊥ is non-zero, and let y = ‖x‖−1x �= 0. If a ∈ A then
by definition we have (y, a) = 0. But also, since a+ 1

2ry ∈ A, we must have

0 = (y, a + 1
2ry) = (y, a) + 1

2r(y, y),

which implies that (y, y) = 0 and hence y = 0. This is a contradiction,
which shows that there are no non-zero elements of A⊥.
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(e) Let x ∈ A⊥ and b ∈ B. Then b ∈ A (since B ⊂ A), so (x, b) = 0. Since this
holds for arbitrary b ∈ B, we have x ∈ B⊥. Hence, A⊥ ⊂ B⊥.

(f) Let y, z ∈ A⊥, α, β ∈ F and a ∈ A. Then

(αy + βz, a) = α(y, a) + β(z, a) = 0,

so αy + βz ∈ A⊥, and hence A⊥ is a linear subspace of X. Next, let {xn}
be a sequence in A⊥ converging to x ∈ X. Then by Lemma 3.12 (a) and
Lemma 3.17, for any a ∈ A we have

0 = lim
n→∞(x − xn, a) = (x, a) − lim

n→∞(xn, a) = (x, a)

(since (xn, a) = 0 for all n). Thus x ∈ A⊥ and so A⊥ is closed, by part (c)
of Theorem 1.25.

(g) Let a ∈ A. Then for all x ∈ A⊥, (a, x) = (x, a) = 0, so a ∈ (A⊥)⊥. Thus,
A ⊂ (A⊥)⊥. ��

Part (e) of Lemma 3.29 shows that as the set A gets bigger the orthogonal
complement of A gets smaller, and this is consistent with part (c) of the lemma.

There is an alternative characterization of the orthogonal complement for
linear subspaces.

Lemma 3.30

Let Y be a linear subspace of an inner product space X. Then

x ∈ Y ⊥ ⇐⇒ ‖x − y‖ ≥ ‖x‖, ∀y ∈ Y.

Proof

(⇒) From part (c) of Lemma 3.12, the following identity

‖x − αy‖2 = (x − αy, x − αy) = ‖x‖2 − α(x, y) − α(y, x) + |α|2‖y‖2 (3.3)

holds for all x ∈ X, y ∈ Y and α ∈ F. Now suppose that x ∈ Y ⊥ and y ∈ Y .
Then (x, y) = (y, x) = 0, so by putting α = 1 in (3.3) we obtain

‖x − y‖2 = ‖x‖2 + ‖y‖2 ≥ ‖x‖2.

(⇐) Now suppose that ‖x − y‖2 ≥ ‖x‖2 for all y ∈ Y . Then since Y is a linear
subspace, αy ∈ Y for all y ∈ Y and α ∈ F, so by (3.3),

0 ≤ −α(y, x) − α(y, x) + |α|2‖y‖2.
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Now let

β =

⎧⎨⎩
|(x, y)|
(y, x)

, if (y, x) �= 0,

1, if (y, x) = 0,
so that β(y, x) = |(x, y)|, and let α = tβ, where t ∈ R and t > 0. Then,
−t|(x, y)| − t|(x, y)| + t2‖y‖2 ≥ 0, so |(x, y)| ≤ 1

2 t‖y‖2 for all t > 0. Therefore,

|(x, y)| ≤ lim
t→0+

1
2 t‖y‖2 = 0,

so |(x, y)| = 0 and hence x ∈ Y ⊥. ��

The above result, together with the following theorem on convex sets, gives
more information about A and A⊥ in Hilbert spaces. We first recall the defini-
tion of a convex set.

Definition 3.31

A subset A of a vector space X is convex if, for all x, y ∈ A and all λ ∈ [0, 1],
λx + (1 − λ)y ∈ A.

In other words, A is convex if, for any two points x, y in A, the line segment
joining x and y also lies in A, see Fig. 3.2. In particular, every linear subspace
is a convex set.

(a) (b)

Fig. 3.2. Convex and non-convex planar regions: (a) convex; (b) non-convex

Theorem 3.32

Let A be a non-empty, closed, convex subset of a Hilbert space H and let p ∈ H.
Then there exists a unique q ∈ A such that

‖p − q‖ = inf{‖p − a‖ : a ∈ A}.
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Proof

Let γ = inf{‖p − a‖ : a ∈ A} (note that the set in this definition is non-empty
and bounded below, so γ is well-defined). We first prove the existence of q. By
the definition of γ, for each n ∈ N there exists qn ∈ A such that

γ2 ≤ ‖p − qn‖2 < γ2 + n−1. (3.4)

We will show that the sequence {qn} is a Cauchy sequence. Applying the par-
allelogram rule to p − qn and p − qm we obtain

‖(p − qn) + (p − qm)‖2 + ‖(p − qn) − (p − qm)‖2 = 2‖p − qn‖2 + 2‖p − qm‖2,

and so
‖2p − (qn + qm)‖2 + ‖qn − qm‖2 < 4γ2 + 2(n−1 + m−1).

Since qm, qn ∈ A and A is convex, 1
2 (qm + qn) ∈ A, so

‖2p − (qn + qm)‖2 = 4‖p − 1
2 (qm + qn)‖2 ≥ 4γ2

(by the definition of γ), and hence

‖qn − qm‖2 < 4γ2 + 2(n−1 + m−1) − 4γ2 = 2(n−1 + m−1).

Therefore the sequence {qn} is Cauchy and hence must converge to some point
q ∈ H since H is a complete metric space. Since A is closed, q ∈ A. Also,
by (3.4),

γ2 ≤ lim
n→∞ ‖p − qn‖2 = ‖p − q‖2 ≤ lim

n→∞(γ2 + n−1) = γ2,

and so ‖p − q‖ = γ. Thus the required q exists.
Next we prove the uniqueness of q. Suppose that w ∈ A and ‖p − w‖ = γ.

Then 1
2 (q +w) ∈ A since A is convex, and so ‖p− 1

2 (q +w)‖ ≥ γ. Applying the
parallelogram rule to p − w and p − q we obtain

‖(p − w) + (p − q)‖2 + ‖(p − w) − (p − q)‖2 = 2‖p − w‖2 + 2‖p − q‖2,

and so
‖q − w‖2 = 2γ2 + 2γ2 − 4‖p − 1

2 (q + w)‖2

≤ 4γ2 − 4γ2 = 0.

Thus w = q, which proves uniqueness. ��

Remark 3.33

Theorem 3.32 shows that if A is a non-empty, closed, convex subset of a Hilbert
space H and p is a point in H, then there is a unique point q in A which is
the closest point in A to p. In finite dimensions, even if the set A is not convex
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the existence of the point q can be proved in a similar manner (using the
compactness of closed bounded sets to give the necessary convergent sequence).
However, in this case the point q need not be unique (for example, let A be a
circle in the plane and p be its centre, then q can be any point on A). In infinite
dimensions, closed bounded sets need not be compact (see Theorem 2.26), so
the existence question is more difficult and q may not exist if A is not convex.

Theorem 3.34

Let Y be a closed linear subspace of a Hilbert space H. For any x ∈ H, there
exists a unique y ∈ Y and z ∈ Y ⊥ such that x = y+z. Also, ‖x‖2 = ‖y‖2+‖z‖2.

Proof

Since Y is a non-empty, closed, convex set it follows from Theorem 3.32 that
there exists y ∈ Y such that for all u ∈ Y , ‖x − y‖ ≤ ‖x − u‖. Let z = x − y

(so x = y + z). Then, for all u ∈ Y ,

‖z − u‖ = ‖x − (y + u)‖ ≥ ‖x − y‖ = ‖z‖
(since y + u ∈ Y ). Thus by Lemma 3.30, z ∈ Y ⊥. This shows that the desired
y, z exist. To prove uniqueness, suppose that x = y1 + z1 = y2 + z2, where
y1, y2 ∈ Y , z1, z2 ∈ Y ⊥. Then y1 − y2 = z2 − z1. But y1 − y2 ∈ Y and z2 − z1 ∈
Y ⊥ (since both Y and Y ⊥ are linear subspaces), so y1 − y2 ∈ Y ∩ Y ⊥ = {0}
(by part (b) of Lemma 3.29). Hence y1 = y2 and z1 = z2.

Finally,

‖x‖2 = ‖y + z‖2 = (y + z, y + z) = ‖y‖2 + (y, z) + (z, y) + ‖z‖2

= ‖y‖2 + ‖z‖2. ��

The simplest example of the above result is H = R
2, Y = {(x, 0) : x ∈ R},

Y ⊥ = {(0, y) : y ∈ R}. In this case the result is Pythagoras’ theorem in
the plane. Hence Theorem 3.34 can be regarded as another generalization of
Pythagoras’ theorem. The result of the theorem will be so useful that we give
it a name.

Notation
Suppose that Y is a closed linear subspace of a Hilbert space H and x ∈ H. The
decomposition x = y + z, with y ∈ Y and z ∈ Y ⊥, will be called the orthogonal
decomposition of x with respect to Y .

Now that we have studied the orthogonal complement Y ⊥ of a subspace
Y , a natural question is: what is the orthogonal complement of Y ⊥? We will
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write this as Y ⊥⊥ = (Y ⊥)⊥. It follows from Examples 3.27 and 3.28 that if
Y = {u = (u1, u2, 0) : u1, u2 ∈ R}, then Y ⊥ = {x = (0, 0, x3) : x3 ∈ R} and
Y ⊥⊥ = Y . A similar result holds more generally.

Corollary 3.35

If Y is a closed linear subspace of a Hilbert space H then Y ⊥⊥ = Y .

Proof

By part (g) of Lemma 3.29 we have Y ⊂ Y ⊥⊥. Now suppose that x ∈ Y ⊥⊥.
Then by Theorem 3.34, x = y + z, where y ∈ Y and z ∈ Y ⊥. Since y ∈ Y and
x ∈ Y ⊥⊥, (x, z) = 0 = (y, z). Thus

0 = (x, z) = (y + z, z) = (y, z) + (z, z) = ‖z‖2,

so z = 0 and x = y ∈ Y . Therefore Y ⊥⊥ ⊂ Y , which completes the proof. ��

Note that since Y ⊥⊥ is always closed (by part (f) of Lemma 3.29) the above
result cannot hold for subspaces which are not closed. However, we do have the
following result.

Corollary 3.36

If Y is any linear subspace of a Hilbert space H then Y ⊥⊥ = Y .

Proof

Since Y ⊂ Y , it follows from part (e) of Lemma 3.29 that Y
⊥ ⊂ Y ⊥ and hence

Y ⊥⊥ ⊂ Y
⊥⊥

. But Y is closed so by Corollary 3.35, Y
⊥⊥

= Y , and hence
Y ⊥⊥ ⊂ Y . Next, by part (g) of Lemma 3.29, Y ⊂ Y ⊥⊥, but Y ⊥⊥ is closed so
Y ⊂ Y ⊥⊥. Therefore Y ⊥⊥ = Y . ��

EXERCISES

3.12 If S is as in Exercise 3.9, use the result of that exercise to find S⊥.

3.13 If X = R
k and A = {a}, for some non-zero vector a = (a1, . . . , ak),

show that

A⊥ = {(x1, . . . , xk) ∈ R
k :

k∑
j=1

ajxj = 0}.
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3.14 Give the solution of Example 3.28.

3.15 If A = {{xn} ∈ �2 : x2n = 0 for all n ∈ N}, find A⊥.

3.16 Let X be an inner product space and let A ⊂ X. Show that
A⊥ = A

⊥
.

3.17 Let X and Y be linear subspaces of a Hilbert space H. Recall that
X +Y = {x+ y : x ∈ X, y ∈ Y }. Prove that (X +Y )⊥ = X⊥ ∩Y ⊥.

3.18 Let H be a Hilbert space, let y ∈ H \ {0} and let S = Sp {y}. Show
that {x ∈ H : (x, y) = 0}⊥ = S.

3.19 Let Y be a closed linear subspace of a Hilbert space H. Show that
if Y �= H then Y ⊥ �= {0}. Is this always true if Y is not closed?
[Hint: consider dense, non-closed linear subspaces. Show that the
subspace in Exercise 2.10 is such a subspace.]

3.20 Let X be an inner product space and let A ⊂ X be non-empty. Show
that:

(a) A⊥⊥ = SpA;

(b) A⊥⊥⊥ = A⊥ (where A⊥⊥⊥ = ((A⊥)⊥)⊥).

3.4 Orthonormal Bases in Infinite Dimensions

We now wish to extend the idea of an orthonormal basis, which we briefly
discussed in Section 3.2 for finite-dimensional spaces, to infinite-dimensional
spaces.

Definition 3.37

Let X be an inner product space. A sequence {en} ⊂ X is said to be an
orthonormal sequence if ‖en‖ = 1 for all n ∈ N, and (em, en) = 0 for all
m, n ∈ N with m �= n.

The following example is easy to check.

Example 3.38

The sequence {ẽn} (see Definition 1.60) is an orthonormal sequence in �2. Note
that each of the elements of this sequence (in �2) is itself a sequence (in F). This
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can be a source of confusion, so it is important to keep track of what space a
sequence lies in.

A rather more complicated, but extremely important, example is the fol-
lowing.

Example 3.39

The set of functions {en}, where en(x) = (2π)−1/2einx for n ∈ Z, is an
orthonormal sequence in the space L2

C
[−π, π].

Solution
This follows from

(em, en) =
1
2π

∫ π

−π

ei(m−n)x dx =
{

1, if m = n,

0, if m �= n. ��

The orthonormal sequence in Example 3.39, and related sequences of
trigonometric functions, will be considered in more detail in Section 3.5 on
Fourier series. We also note that, strictly speaking, to use the word “sequence”
in Example 3.39 we should choose an ordering of the functions so that they are
indexed by n ∈ N, rather than n ∈ Z, but this is a minor point.

It follows immediately from part (a) of Lemma 3.20 that an orthonormal
sequence is linearly independent and if a space X contains an orthonormal
sequence then it must be infinite-dimensional. A converse result also holds.

Theorem 3.40

Any infinite-dimensional inner product space X contains an orthonormal se-
quence.

Proof

Using the construction in the proof of Theorem 2.26 we obtain a linearly in-
dependent sequence of unit vectors {xn} in X. Now, by inductively applying
the Gram–Schmidt algorithm (see the proof of part (b) of Lemma 3.20) to the
sequence {xn} we can construct an orthonormal sequence {en} in H. ��

For a general orthonormal sequence {en} in an infinite-dimensional inner
product space X and an element x ∈ X, the obvious generalization of the
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expansion (3.2) is the formula

x =
∞∑

n=1

(x, en)en (3.5)

(convergence of infinite series was defined in Definition 2.29). However, in the
infinite-dimensional setting there are two major questions associated with this
formula.

(a) Does the series converge?

(b) Does it converge to x?

We will answer these questions in a series of lemmas.

Lemma 3.41 (Bessel’s Inequality)

Let X be an inner product space and let {en} be an orthonormal sequence in
X. For any x ∈ X the (real) series

∑∞
n=1 |(x, en)|2 converges and

∞∑
n=1

|(x, en)|2 ≤ ‖x‖2.

Proof

For each k ∈ N let yk =
∑k

n=1(x, en)en. Then,

‖x − yk‖2 = (x − yk, x − yk)

= ‖x‖2 −
k∑

n=1

(x, en)(x, en) −
k∑

n=1

(x, en)(en, x) + ‖yk‖2

= ‖x‖2 −
k∑

n=1

|(x, en)|2

(applying Theorem 3.22 to ‖yk‖2). Thus,

k∑
n=1

|(x, en)|2 = ‖x‖2 − ‖x − yk‖2 ≤ ‖x‖2,

and hence this sequence of partial sums is increasing and bounded above so the
result follows. ��

The next result gives conditions on the coefficients {αn} which guarantee
the convergence of a general series

∑∞
n=1 αnen.
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Theorem 3.42

Let H be a Hilbert space and let {en} be an orthonormal sequence in H. Let
{αn} be a sequence in F. Then the series

∑∞
n=1 αnen converges if and only if∑∞

n=1 |αn|2 < ∞. If this holds, then

‖
∞∑

n=1

αnen‖2 =
∞∑

n=1

|αn|2.

Proof

(⇒) Suppose that
∑∞

n=1 αnen converges and let x =
∑∞

n=1 αnen. Then for any
m ∈ N,

(x, em) = lim
k→∞

( k∑
n=1

αnen, em

)
= αm

(since, ultimately, k ≥ m). Therefore, by Bessel’s inequality,
∞∑

n=1

|αn|2 =
∞∑

n=1

|(x, en)|2 ≤ ‖x‖2 < ∞.

(⇐) Suppose that
∑∞

n=1 |αn|2 < ∞ and, for each k ∈ N, let xk =
∑k

n=1 αnen.
By Theorem 3.22, for any j, k ∈ N with k > j,

‖xk − xj‖2 = ‖
k∑

n=j+1

αnen‖2 =
k∑

n=j+1

|αn|2.

Since
∑∞

n=1 |αn|2 < ∞, the partial sums of this series converge and so form a
Cauchy sequence. Therefore the sequence {xk} is a Cauchy sequence in H, and
hence converges.

Finally,

‖
∞∑

n=1

αnen‖2 = lim
k→∞

‖
k∑

n=1

αnen‖2 (by Theorem 2.11)

= lim
k→∞

k∑
n=1

|αn|2 (by Theorem 3.22)

=
∞∑

n=1

|αn|2. ��

Remark 3.43

The result of Theorem 3.42 can be rephrased as: the series
∑∞

n=1 αnen converges
if and only if the sequence {αn} ∈ �2.



76 Linear Functional Analysis

We can now answer question (a) above.

Corollary 3.44

Let H be a Hilbert space and let {en} be an orthonormal sequence in H. For
any x ∈ H the series

∑∞
n=1(x, en)en converges.

Proof

By Bessel’s inequality,
∑∞

n=1 |(x, en)|2 < ∞, so by Theorem 3.42 the series∑∞
n=1(x, en)en converges. ��

We next consider question (b), that is, when does the series in (3.5) converge
to x? Without further conditions on the sequence there is certainly no reason
why the series should converge.

Example 3.45

In R
3, consider the orthonormal set {ê1, ê2}, and let x = (3, 0, 4), say. Then

(x, ê1)ê1 + (x, ê2)ê2 �= x.

It is clear that in this example the problem arises because the orthonormal
set {ê1, ê2} does not have enough vectors to span the space R

3, that is, it is not
a basis. We have not so far defined the idea of a basis in infinite-dimensional
spaces, but a similar problem can occur, even with orthonormal sequences
having infinitely many vectors.

Example 3.46

Let {en} be an orthonormal sequence in a Hilbert space H, and let S be the
subsequence S = {e2n}n∈N (that is, S consists of just the even terms in the
sequence {en}). Then S is an orthonormal sequence in H with infinitely many
elements, but, for instance, e1 �= ∑∞

n=1 α2ne2n, for any numbers α2n.

Solution
Since S is a subset of an orthonormal sequence it is also an orthonormal se-
quence. Suppose now that the vector e1 can be expressed as e1 =

∑∞
n=1 α2ne2n,
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for some numbers α2n. Then, by Lemma 3.17,

0 = (e1, e2m) = lim
k→∞

( k∑
n=1

α2ne2n, e2m

)
= α2m,

for all m ∈ N, and hence e1 =
∑∞

n=1 α2ne2n = 0, which contradicts the or-
thonormality of the sequence {en}. ��

We now give various conditions which ensure that (3.5) holds for all x ∈ H.

Theorem 3.47

Let H be a Hilbert space and let {en} be an orthonormal sequence in H. The
following conditions are equivalent:

(a) {en : n ∈ N}⊥ = {0};

(b) Sp {en : n ∈ N} = H;

(c) ‖x‖2 =
∑∞

n=1 |(x, en)|2 for all x ∈ H;

(d) x =
∑∞

n=1(x, en)en for all x ∈ H.

Proof

(a)⇒(d) Let x ∈ H and let y = x − ∑∞
n=1(x, en)en. For each m ∈ N,

(y, em) = (x, em) − lim
k→∞

( k∑
n=1

(x, en)en, em

)
(by Lemma 3.17)

= (x, em) − lim
k→∞

k∑
n=1

(x, en)(en, em)

= (x, em) − (x, em) = 0.

Therefore property (a) implies that y = 0, and so x =
∑∞

n=1(x, en)en for
any x ∈ H. Hence, property (d) holds.

(d)⇒ (b) For any x ∈ H, x = lim
k→∞

∑k
n=1(x, en)en. But

∑k
n=1(x, en)en ∈

Sp {e1, . . . , ek}, so x ∈ Sp {en : n ∈ N}, which is property (b).

(d)⇒(c) This follows immediately from Theorem 3.22.

(b)⇒ (a) Suppose that y ∈ {en : n ∈ N}⊥. Then (y, en) = 0 for all n ∈ N,
and so en ∈ {y}⊥, for all n ∈ N. But by part (f) of Lemma 3.29, {y}⊥ is a
closed linear subspace, so this shows that H = Sp {en} ⊂ {y}⊥. It follows
that y ∈ {y}⊥, hence (y, y) = 0, and so y = 0.
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(c) ⇒(a) If (x, en) = 0 for all n ∈ N, then by (c), ‖x‖2 =
∑∞

n=1 |(x, en)|2 = 0,
so x = 0. ��

Remark 3.48

The linear span (Sp {en}) of the set {en} consists of all possible finite linear
combinations of the vectors in {en}, that is, all possible finite sums in the
expansion (3.5). However, for (3.5) to hold for all x ∈ H it is necessary to also
consider infinite sums in (3.5). This corresponds to considering the closed linear
span (Sp {en}). In finite dimensions the linear span is necessarily closed, and
so equals the closed linear span, so it is not necessary to distinguish between
these concepts in finite-dimensional linear algebra.

Definition 3.49

Let H be a Hilbert space and let {en} be an orthonormal sequence in H.
Then {en} is called an orthonormal basis for H if any of the conditions in
Theorem 3.47 hold.

Remark 3.50

Some books call an orthonormal basis {en} a complete orthonormal sequence –
the sequence is “complete” in the sense that there are enough vectors in it to
span the space (as in Theorem 3.47). We prefer not to use the term “complete”
in this sense to avoid confusion with the previous use of “complete” to describe
spaces in which all Cauchy sequences converge.

The result in part (c) of Theorem 3.47 is sometimes called Parseval’s
theorem. Comparing Lemma 3.41 with Theorem 3.47 we see that Parseval’s
theorem corresponds to the case when equality holds in Bessel’s inequality.
Parseval’s theorem holds for orthonormal bases while Bessel’s inequality holds
for general orthonormal sequences. In fact, if an orthonormal sequence {en} is
not an orthonormal basis then there must be vectors x ∈ H for which Bessel’s
inequality holds with strict inequality (see Exercise 3.21).

It is usually relatively easy to decide whether a given sequence is orthonor-
mal, but in general it is usually rather difficult to decide whether a given
orthonormal sequence is actually a basis. In Examples 3.38 and 3.39 we saw
two orthonormal sequences in infinite-dimensional spaces. Both are in fact or-
thonormal bases. It is easy to check this for the first, see Example 3.51, but
the second is rather more complicated and will be dealt with in Section 3.5,
where we discuss Fourier series. However, we note that in infinite dimensions
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the components (x, en) in the expansion (3.5) are often called the Fourier co-
efficients of x with respect to the basis {en} (by analogy with the theory of
Fourier series).

Example 3.51

The orthonormal sequence {ẽn} in �2 given in Example 3.38 is an orthonormal
basis. This basis will be called the standard orthonormal basis in �2.

Solution
Let x = {xn} ∈ �2. Then by definition,

‖x‖2 =
∞∑

n=1

|xn|2 =
∞∑

n=1

|(x, en)|2.

Thus by part (c) of Theorem 3.47, {en} is an orthonormal basis. ��

We emphasize that although the sequence {ẽn} is an orthonormal basis in
the space �2, this says nothing about this sequence being a basis in the space
�p when p �= 2. In fact, we have given no definition of the idea of a basis in an
infinite dimensional space other than an orthonormal basis in a Hilbert space.

Theorem 3.40 showed that any infinite-dimensional Hilbert space H con-
tains an orthonormal sequence. However, there is no reason to suppose that
this sequence is a basis. The question now arises – do all Hilbert spaces have
orthonormal bases? The answer is no. There exist Hilbert spaces which are too
“large” to be spanned by the countable collection of vectors in a sequence. In
this section we will show that a Hilbert space has an orthonormal basis if and
only if it is separable (that is, it contains a countable, dense subset). In a sense,
the countability condition in the definition of separability ensures that such
spaces are “small enough” to be spanned by a countable orthonormal basis.

We begin with some illustrations of the idea of separability in the context
of vector spaces. As noted in Chapter 1, the space R is separable since the set
of rational numbers is countable and dense in R. Similarly, C is separable since
the set of complex numbers of the form p + iq, with p and q rational, is count-
able and dense in C (for convenience, we will call numbers of this form complex
rationals). A very common method of constructing countable dense sets is to
take a general element of the space, expressed in terms of certain naturally
occurring real or complex coefficients, and restrict these coefficients to be ra-
tionals or complex rationals. Also, in the vector space context, infinite sums are
replaced by finite sums of arbitrarily large length. The proof of the following
theorem illustrates these ideas. The theorem is an extremely important result
on separable Hilbert spaces.
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Theorem 3.52

(a) Finite dimensional normed vector spaces are separable.

(b) An infinite-dimensional Hilbert space H is separable if and only if it has
an orthonormal basis.

Proof

(a) Let X be a finite-dimensional, real normed vector space, and let {e1, . . . , ek}
be a basis for X. Then the set of vectors having the form

∑k
n=1 αnen, with

αn a rational is countable and dense (the proof of density is similar to the
proof below in part (b)), so X is separable. In the complex case we use
complex rational coefficients αn.

(b) Suppose that H is infinite-dimensional and separable, and let {xn} be a
countable, dense sequence in H. We construct a new sequence {yn} by omit-
ting every member of the sequence {xn} which is a linear combination of the
preceding members of the sequence. By this construction the sequence {yn}
is linearly independent. Now, by inductively applying the Gram–Schmidt
algorithm (see the proof of part (b) of Lemma 3.20) to the sequence {yn}
we can construct an orthonormal sequence {en} in H with the property
that for each k ≥ 1, Sp {e1, . . . , ek} = Sp {y1, . . . , yk}. Thus,

Sp {en : n ∈ N} = Sp {yn : n ∈ N} = Sp {xn : n ∈ N}.

Since the sequence {xn} is dense in H it follows that Sp {en : n ∈ N} = H,
and so, by Theorem 3.47, {en} is an orthonormal basis for H.

Now suppose that H has an orthonormal basis {en}. The set of elements
x ∈ H expressible as a finite sum of the form x =

∑k
n=1 αnen, with k ∈ N

and rational (or complex rational) coefficients αn, is clearly countable, so
to show that H is separable we must show that this set is dense. To do
this, choose arbitrary y ∈ H and ε > 0. Then y can be written in the form
y =

∑∞
n=1 βnen, with

∑∞
n=1 |βn|2 < ∞, so there exists an integer N such

that
∑∞

n=N+1 |βn|2 < ε2/2. Now, for each n = 1, . . . , N, we choose rational
coefficients αn, such that |βn − αn|2 < ε2/2N , and let x =

∑N
n=1 αnen.

Then

‖y − x‖2 =
N∑

n=1

|βn − αn|2 +
∞∑

n=N+1

|βn|2 < ε2,

which shows that the above set is dense, by part (f) of Theorem 1.25. ��
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Example 3.53

The Hilbert space �2 is separable.

It will be shown in Section 3.5 that the space L2[a, b], a, b ∈ R, has an
orthonormal basis, so is also separable. In addition, by an alternative argument
it will be shown that C[a, b] is separable. In fact, most spaces which arise in
applications are separable.

EXERCISES

3.21 Use Example 3.46 to find an orthonormal sequence in a Hilbert space
H and a vector x ∈ H for which Bessel’s inequality holds with strict
inequality.

3.22 Let H be a Hilbert space and let {en} be an orthonormal sequence
in H. Determine whether the following series converge in H:

(a)
∞∑

n=1

n−1en; (b)
∞∑

n=1

n−1/2en.

3.23 Let H be a Hilbert space and let {en} be an orthonormal basis in
H. Let ρ : N → N be a permutation of N (so that for all x ∈ H,∑∞

n=1 |(x, eρ(n))|2 =
∑∞

n=1 |(x, en)|2). Show that:

(a)
∞∑

n=1

(x, eρ(n))en converges for all x ∈ H;

(b) ‖
∞∑

n=1

(x, eρ(n))en‖2 = ‖x‖2 for all x ∈ H.

3.24 Let H be a Hilbert space and let {en} be an orthonormal basis in
H. Prove that the Parseval relation

(x, y) =
∞∑

n=1

(x, en)(en, y)

holds for all x, y ∈ H.

3.25 Show that a metric space M is separable if and only if M has a
countable subset A with the property: for every integer k ≥ 1 and
every x ∈ X there exists a ∈ A such that d(x, a) < 1/k.

Show that any subset N of a separable metric space M is separable.
[Note: separability of M ensures that there is a countable dense
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subset of M , but none of the elements of this set need belong to N .
Thus it is necessary to construct a countable dense subset of N .]

3.26 Suppose that H is a separable Hilbert space and Y ⊂ H is a closed
linear subspace. Show that there is an orthonormal basis for H con-
sisting only of elements of Y and Y ⊥.

3.5 Fourier Series

In this section we will prove that the orthonormal sequence in Example 3.39 is
a basis for L2

C
[−π, π], and we will also consider various related bases consisting

of sets of trigonometric functions.

Theorem 3.54

The set of functions

C =
{

c0(x) = (1/π)1/2, cn(x) = (2/π)1/2 cos nx : n ∈ N

}
is an orthonormal basis in L2[0, π].

Proof

We first consider L2
R
[0, π]. It is easy to check that C is orthonormal. Thus by

Theorem 3.47 we must show that Sp C is dense in L2
R
[0, π]. We will combine

the approximation properties in Theorems 1.40 and 1.62 to do this.
Firstly, by Theorem 1.62 there is a function g1 ∈ CR[0, π] with ‖g1−f‖ < ε/2

(here, ‖ · ‖ denotes the L2
R
[0, π] norm). Thus it is sufficient to show that for any

function g1 ∈ CR[0, π] there is a function g2 ∈ SpC with ‖g2 − g1‖ < ε/2 (it
will then follow that there is a function g2 ∈ SpC such that ‖g2 − f‖ < ε).

Now suppose that g1 ∈ CR[0, π] is arbitrary. We recall that the function
cos−1 : [−1, 1] → [0, π] is a continuous bijection, so we may define a function h ∈
CR[−1, 1] by h(s) = g1(cos−1 s) for s ∈ [−1, 1]. It follows from Theorem 1.40
that there is a polynomial p such that |h(s) − p(s)| < ε/2

√
π for all s ∈ [−1, 1],

and hence, writing g2(x) = p(cos x), we have |g2(x) − g1(x)| < ε/2
√

π for all
x ∈ [0, π], and so ‖g2 − g1‖ < ε/2. But standard trigonometry now shows that
any polynomial in cosx of the form

∑m
n=0 αn(cos x)n can be rewritten in the

form
∑m

n=0 βn cos nx, which shows that g2 ∈ SpC, and so completes the proof
in the real case.

In the complex case, for any f ∈ L2
C
[0, π] we let fR, fC ∈ L2

R
[0, π] denote the

functions obtained by taking the real and imaginary parts of f , and we apply
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the result just proved to these functions to obtain

f = fR + ifC =
∞∑

n=0

αncn + i

∞∑
n=0

βncn =
∞∑

n=0

(αn + iβn)cn,

which proves the result in the complex case. ��

From Theorems 3.52 and 3.54 we have the following result.

Corollary 3.55

The space L2[0, π] is separable.

Theorem 3.56

The set of functions

S =
{

sn(x) = (2/π)1/2 sinnx : n ∈ N

}
is an orthonormal basis in L2[0, π].

Proof

The proof is similar to the proof of the previous theorem so we will merely
sketch it. This time we first approximate f (in L2

R
[0, π]) by a function fδ, with

δ > 0, defined by

fδ(x) =
{

0, if x ∈ [0, δ],
f(x), if x ∈ (δ, π]

(clearly, ‖f−fδ‖ can be made arbitrarily small by choosing δ sufficiently small).
Then the function fδ(x)/ sinx belongs to L2

R
[0, π], so by the previous proof it

can be approximated by functions of the form
∑m

n=0 αn cos nx, and hence f(x)
can be approximated by functions of the form

m∑
n=0

αn cos nx sinx =
1
2

m∑
n=0

αn(sin(n + 1)x − sin(n − 1)x).

The latter function is an element of Sp S, which completes the proof. ��

It follows from Theorems 3.54, 3.56, and 3.47, that an arbitrary function
f ∈ L2[0, π] can be represented in either of the forms

f =
∞∑

n=0

(f, cn)cn,

∞∑
n=1

(f, sn)sn, (3.6)
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where the convergence is in the L2[0, π] sense. These series are called, respec-
tively, Fourier cosine and sine series expansions of f . Other forms of Fourier
series expansions can be obtained from the following corollary.

Corollary 3.57

The sets of functions

E = {en(x) = (2π)−1/2einx : n ∈ Z},

F = {2−1/2c0, 2−1/2cn, 2−1/2sn : n ∈ N},

are orthonormal bases in the space L2
C
[−π, π]. The set F is also an orthonormal

basis in the space L2
R
[−π, π] (the set E is clearly not appropriate for the space

L2
R
[−π, π] since the functions in E are complex).

Proof

Again it is easy to check that the set F is orthonormal in L2
F
[−π, π]. Suppose

that F is not a basis for L2
F
[−π, π]. Then, by part (a) of Theorem 3.47, there

exists a non-zero function f ∈ L2
F
[−π, π] such that (f, c0) = 0, (f, cn) = 0 and

(f, sn) = 0, for all n ∈ N, which can be rewritten as,

0 =
∫ π

−π

f(x) dx =
∫ π

0
(f(x) + f(−x)) dx,

0 =
∫ π

−π

f(x) cos nx dx =
∫ π

0
(f(x) + f(−x)) cos nx dx,

0 =
∫ π

−π

f(x) sin nx dx =
∫ π

0
(f(x) − f(−x)) sin nx dx.

Thus, by part (a) of Theorem 3.47 and Theorems 3.54 and 3.56, it follows that
for a.e. x ∈ [0, π],

f(x) + f(−x) = 0,

f(x) − f(−x) = 0,

and hence f(x) = 0 for a.e. x ∈ [−π, π]. But this contradicts the assumption
that f �= 0 in L2

F
[−π, π], so F must be a basis. Next, it was shown in Example

3.39 that the set E is orthonormal in L2
C
[−π, π], and it follows from the formula

einθ = cos nθ + i sinnθ that SpE is equal to SpF , so E is also an orthonormal
basis. ��

The above results give the basic theory of Fourier series in an L2 setting.
This theory is simple and elegant, but there is much more to the theory of
Fourier series than this. For instance, one could consider the convergence of
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the various series in the pointwise sense (that is, for each x in the interval
concerned), or uniformly, for all x in the interval. A result in this area will be
obtained in Corollary 8.30, but we will not consider these topics further here.

Finally, we note that there is nothing special about the interval [0, π] (and
[−π, π]) used above. By the change of variables x → x̃ = a + (b − a)x/π in the
above proofs we see that they are valid for a general interval [a, b].

EXERCISES

3.27 Show that for any b > a the set of polynomials with rational (or
complex rational) coefficients is dense in the spaces: (a) C[a, b]; (b)
L2[a, b].
Deduce that the space C[a, b] is separable.

3.28 (Legendre polynomials) For each integer n ≥ 0, define the polyno-
mials

un(x) = (x2 − 1)n, Pn(x) =
1

2nn!
dnun

dxn

(clearly, un has order 2n, while Pn has order n). The polynomials Pn

are called Legendre polynomials. We consider these polynomials on
the interval [−1, 1], and let H = L2[−1, 1], with the standard inner
product (· , ·). Prove the following results.

(a) d2nun/dx2n(x) ≡ (2n)!.

(b) (Pm, Pn) = 0, for m, n ≥ 0, m �= n.

(c) ‖Pn‖2 = (2nn!)2 2
2n+1 , for n ≥ 0.

(d)
{

en =
√

2n+1
2 Pn : n ≥ 0

}
is an orthonormal basis for H.

[Hint: use integration by parts, noting that un, and its derivatives
to order n − 1, are zero at ±1.]



 
 
 
 
 
 
 
 



4
Linear Operators

4.1 Continuous Linear Transformations

Now that we have studied some of the properties of normed spaces we turn to
look at functions which map one normed space into another. The simplest maps
between two vector spaces are the ones which respect the linear structure, that
is, the linear transformations. We recall the convention introduced in Chapter 1
that if we have two vector spaces X and Y and a linear transformation from
X to Y it is taken for granted that X and Y are vector spaces over the same
scalar field. Since normed vector spaces have a metric associated with the norm,
and continuous functions between metric spaces are in general more important
than functions which are not continuous, the important maps between normed
vector spaces will be the continuous linear transformations.

After giving examples of these, we fix two normed spaces X and Y and look
at the space of all continuous linear transformations from X to Y . We show
this space is also a normed vector space and then study in more detail the cases
when Y = F and when Y = X. In the latter case we will see that it is possible
to define the product of continuous linear transformations. The final section of
this chapter is devoted to determining when a continuous linear transformation
has an inverse.

We start by studying continuous linear transformations. Before we look at
examples of continuous linear transformations, it is convenient to give alterna-
tive characterizations of continuity for linear transformations. A notational con-
vention should be clarified here. If X and Y are normed spaces and T : X → Y

87
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is a linear transformation, the norm of an element of X and the norm of an
element of Y will frequently occur in the same equation. We should therefore
introduce notation which distinguishes between these norms. In practice we
just use the symbol ‖ · ‖ for the norm on both spaces as it is usually easy
to determine which space an element is in and therefore, implicitly, to which
norm we are referring. We recall also that if we write down one of the spaces
in Examples 2.2, 2.4, 2.5 and 2.6 without explicitly mentioning a norm, it is
assumed that the norm on this space is the standard norm.

Lemma 4.1

Let X and Y be normed linear spaces and let T : X → Y be a linear transfor-
mation. The following are equivalent:

(a) T is uniformly continuous;

(b) T is continuous;

(c) T is continuous at 0;

(d) there exists a positive real number k such that ‖T (x)‖ ≤ k whenever x ∈ X

and ‖x‖ ≤ 1;

(e) there exists a positive real number k such that ‖T (x)‖ ≤ k‖x‖ for all x ∈ X.

Proof

The implications (a) ⇒ (b) and (b) ⇒ (c) hold in more generality so all that
is required to be proved is (c) ⇒ (d), (d) ⇒ (e) and (e) ⇒ (a).

(c) ⇒ (d). As T is continuous at 0, taking ε = 1 there exists a δ > 0 such
that ‖T (x)‖ < 1 when x ∈ X and ‖x‖ < δ. Let w ∈ X with ‖w‖ ≤ 1. As

‖δw

2
‖ =

δ

2
‖w‖ ≤ δ

2
< δ,

‖T
( δw

2

)
‖ < 1 and as T is a linear transformation T

( δw

2

)
=

δ

2
T (w). Thus

δ

2
‖T (w)‖ < 1 and so ‖T (w)‖ <

2
δ
. Therefore condition (d) holds with k =

2
δ
.

(d) ⇒ (e). Let k be such that ‖T (x)‖ ≤ k whenever x ∈ X and ‖x‖ ≤ 1.

Since T (0) = 0 it is clear that ‖T (0)‖ ≤ k‖0‖. Let y ∈ X with y �= 0. As∥∥∥∥ y

‖y‖
∥∥∥∥ = 1 we have

∥∥∥∥T
( y

‖y‖
)∥∥∥∥ ≤ k. Since T is a linear transformation

1
‖y‖‖T (y)‖ =

∥∥∥∥( 1
‖y‖

)
T (y)

∥∥∥∥ =
∥∥∥∥T

( y

‖y‖
)∥∥∥∥ ≤ k,
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and so ‖T (y)‖ ≤ k‖y‖. Hence ‖T (x)‖ ≤ k‖x‖ for all x ∈ X.

(e) ⇒ (a). Since T is a linear transformation,

‖T (x) − T (y)‖ = ‖T (x − y)‖ ≤ k‖x − y‖

for all x, y ∈ X. Let ε > 0 and let δ =
ε

k
. Then when x, y ∈ X and ‖x − y‖ < δ

‖T (x) − T (y)‖ ≤ k‖x − y‖ < k
( ε

k

)
= ε.

Therefore T is uniformly continuous. ��

Having obtained these alternative characterizations of continuity of linear
transformations, we can now look at some examples. It will normally be clear
that the maps we are considering are linear transformations so we shall just
concentrate on showing that they are continuous. It is usual to check continuity
of linear transformations using either of the equivalent conditions (d) or (e) of
Lemma 4.1.

Example 4.2

The linear transformation T : CF[0, 1] → F defined by

T (f) = f(0)

is continuous.

Solution
Let f ∈ CC[0, 1]. Then

|T (f)| = |f(0)| ≤ sup{|f(x)| : x ∈ [0, 1]} = ‖f‖.

Hence T is continuous by condition (e) of Lemma 4.1 with k = 1. ��

Before starting to check that a linear transformation T is continuous it is
sometimes first necessary to check that T is well defined. Lemma 4.3 will be
used to check that the following examples of linear transformations are well
defined.

Lemma 4.3

If {cn} ∈ �∞ and {xn} ∈ �p, where 1 ≤ p < ∞, then {cnxn} ∈ �p and
∞∑

n=1

|cnxn|p ≤ ‖{cn}‖p
∞

∞∑
n=1

|xn|p. (4.1)
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Proof

Since {cn} ∈ �∞ and {xn} ∈ �p we have λ = ‖{cn}‖∞ = sup{|cn| : n ∈ N} < ∞
and

∑∞
n=1 |xn|p < ∞. Since, for all n ∈ N

|cnxn|p ≤ λp|xn|p,∑∞
n=1 |cnxn|p converges by the comparison test. Thus {cnxn} ∈ �p and the

above inequality also verifies (4.1). ��

Example 4.4

If {cn} ∈ �∞ then the linear transformation T : �1 → F defined by

T ({xn}) =
∞∑

n=1

cnxn

is continuous.

Solution
Since {cnxn} ∈ �1 by Lemma 4.3, it follows that T is well defined. Moreover,

|T ({xn})| = |
∞∑

n=1

cnxn| ≤
∞∑

n=1

|cnxn| ≤ ‖{cn}‖∞
∞∑

n=1

|xn| = ‖{cn}‖∞‖{xn}‖1.

Hence T is continuous by condition (e) of Lemma 4.1 with k = ‖{cn}‖∞. ��

Example 4.5

If {cn} ∈ �∞ then the linear transformation T : �2 → �2 defined by

T ({xn}) = {cnxn}

is continuous.

Solution
Let λ = ‖{cn}‖∞. Since {cnxn} ∈ �2 by Lemma 4.3, it follows that T is well
defined. Moreover

‖T ({xn})‖2
2 =

∞∑
n=1

|cnxn|2 ≤ λ2
∞∑

n=1

|xn|2 = λ2‖{xn}‖2
2.

Hence T is continuous by condition (e) of Lemma 4.1 with k = ‖{cn}‖∞. ��
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There is another notation for maps which satisfy condition (e) of Lemma
4.1 for some k.

Definition 4.6

Let X and Y be normed linear spaces and let T : X → Y be a linear transfor-
mation. T is said to be bounded if there exists a positive real number k such
that ‖T (x)‖ ≤ k‖x‖ for all x ∈ X.

By Lemma 4.1 we can use the words continuous and bounded interchange-
ably for linear transformations. Note, however, that this is a different use of
the word “bounded” from that used for functions from R to R. For example if
T : R → R is the linear transformation defined by T (x) = x then T is bounded
in the sense given in Definition 4.6 but, of course, is not bounded in the usual
sense of a bounded function. Despite this apparent conflict of usage there is not
a serious problem since apart from the zero linear transformation, linear trans-
formations are never bounded in the usual sense of bounded functions, so the
word may be used in an alternative way. Since the term “bounded” gives a good
indication of what has to be shown this compensates for the disadvantage of
potential ambiguity. The use of this term also explains the abbreviation used
in the following notation for the set of all continuous linear transformations
between two normed spaces.

Notation
Let X and Y be normed linear spaces. The set of all continuous linear trans-
formations from X to Y is denoted by B(X, Y ). Elements of B(X, Y ) are also
called bounded linear operators or linear operators or sometimes just operators.

If X and Y are normed linear spaces then B(X, Y ) ⊆ L(X, Y ).

Example 4.7

Let a, b ∈ R, let k : [a, b] × [a, b] → C be continuous and let

M = sup{|k(s, t)| : (s, t) ∈ [a, b] × [a, b]}.

(a) If g ∈ C[a, b], then f : [a, b] → C defined by

f(s) =
∫ b

a

k(s, t) g(t) dt

is in C[a, b].
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(b) If the linear transformation K : C[a, b] → C[a, b] is defined by

(K(g))(s) =
∫ b

a

k(s, t) g(t) dt

then K ∈ B(C[a, b], C[a, b]) and

‖K(g)‖ ≤ M(b − a)‖g‖.

Solution

(a) Suppose that ε > 0 and s ∈ [a, b]. We let ks ∈ C[a, b] be the function
ks(t) = k(s, t), t ∈ [a, b]. Since the square [a, b] × [a, b] is a compact subset
of R

2, the function k is uniformly continuous and so there exists δ > 0 such
that if |s − s′| < δ then |ks(t) − ks′(t)| < ε for all t ∈ [a, b]. Hence

|f(s) − f(s′)| ≤
∫ b

a

|k(s, t) − k(s′, t)||g(t)| dt ≤ ε(b − a)‖g‖.

Therefore f is continuous.

(b) For all s ∈ [a, b],

|(K(g))(s)| ≤
∫ b

a

|k(s, t) g(t)| dt ≤
∫ b

a

M‖g‖ dt = M(b − a)‖g‖.

Hence ‖K(g)‖ ≤ M(b − a)‖g‖ and so K ∈ B(C[a, b], C[a, b]). ��

In Example 4.7 there are lots of brackets. To avoid being overwhelmed by
these, if T ∈ B(X, Y ) and x ∈ X it is usual to write Tx rather than T (x).

The examples presented so far may give the impression that all linear trans-
formations are continuous. Unfortunately, this is not the case as the following
example shows.

Example 4.8

Let P be the linear subspace of CC[0, 1] consisting of all polynomial functions.
If T : P → P is the linear transformation defined by

T (p) = p′,

where p′ is the derivative of p, then T is not continuous.
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Solution
Let pn ∈ P be defined by pn(t) = tn. Then

‖pn‖ = sup{|pn(t)| : t ∈ [0, 1]} = 1,

while

‖T (pn)‖ = ‖p′
n‖ = sup{|p′

n(t)| : t ∈ [0, 1]} = sup{|ntn−1| : t ∈ [0, 1]} = n.

Therefore there does not exist k ≥ 0 such that ‖T (p)‖ ≤ k‖p‖ for all p ∈ P,

and so T is not continuous. ��

The space P in Example 4.8 was not finite-dimensional, so it is natural
to ask whether all linear transformations between finite-dimensional normed
spaces are continuous. The answer is given in Theorem 4.9.

Theorem 4.9

Let X be a finite-dimensional normed space, let Y be any normed linear space
and let T : X → Y be a linear transformation. Then T is continuous.

Proof

To show this we first define a new norm on X. Since this will be different from
the original norm, in this case we have to use notation which will distinguish
between the two norms. Let ‖ · ‖1 : X → R be defined by ‖x‖1 = ‖x‖+‖T (x)‖.

We will show that ‖ · ‖1 is a norm for X. Let x, y ∈ X and let λ ∈ F.

(i) ‖x‖1 = ‖x‖ + ‖T (x)‖ ≥ 0.

(ii) If ‖x‖1 = 0 then ‖x‖ = ‖T (x)‖ = 0 and so x = 0 while if x = 0 then
‖x‖ = ‖T (x)‖ = 0 and so ‖x‖1 = 0.

(iii) ‖λx‖1 = ‖λx‖ + ‖T (λx)‖ = |λ|‖x‖ + |λ|‖T (x)‖ = |λ|(‖x‖ + ‖T (x)‖)
= |λ|‖x‖1

.

(iv) ‖x + y‖1 = ‖x + y‖ + ‖T (x + y)‖
= ‖x + y‖ + ‖T (x) + T (y)‖
≤ ‖x‖ + ‖y‖ + ‖T (x)‖ + ‖T (y)‖
= ‖x‖1 + ‖y‖1.

Hence ‖ · ‖1 is a norm on X. Now, as X is finite-dimensional, ‖ · ‖ and ‖ · ‖1

are equivalent and so there exists K > 0 such that ‖x‖1 ≤ K‖x‖ for all x ∈ X

by Corollary 2.17. Hence ‖T (x)‖ ≤ ‖x‖1 ≤ K‖x‖ for all x ∈ X and so T is
bounded. ��
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If the domain of a linear transformation is finite-dimensional then the lin-
ear transformation is continuous by Theorem 4.9. Unfortunately, if the range
is finite-dimensional instead, then the linear transformation need not be con-
tinuous as we see in Example 4.10, whose solution is left as an exercise.

Example 4.10

Let P be the linear subspace of CC[0, 1] consisting of all polynomial functions.
If T : P → C is the linear transformation defined by

T (p) = p′(1),

where p′ is the derivative of p, then T is not continuous.

Now that we have seen how to determine whether a given linear transfor-
mation is continuous, we give some elementary properties of continuous linear
transformations. We should remark here that although the link between matri-
ces and linear transformations between finite-dimensional vector spaces given
in Theorem 1.15 can be very useful, any possible extension to linear trans-
formations between infinite-dimensional spaces is not so straightforward since
both bases in infinite-dimensional spaces and infinite-sized matrices are much
harder to manipulate. We will therefore only use the matrix representation of
a linear transformation between finite-dimensional vector spaces.

Lemma 4.11

If X and Y are normed linear spaces and T : X → Y is a continuous linear
transformation then Ker (T ) is closed.

Proof

Since T is continuous, Ker (T ) = {x ∈ X : T (x) = 0} and {0} is closed in Y it
follows that Ker (T ) is closed, by Theorem 1.28. ��

Before our next definition we recall that if X and Y are normed spaces then
the Cartesian product X × Y is a normed space by Example 2.8.

Definition 4.12

If X and Y are normed spaces and T : X → Y is a linear transformation, the
graph of T is the linear subspace G(T ) of X × Y defined by

G(T ) = {(x, Tx) : x ∈ X}.
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Lemma 4.13

If X and Y are normed spaces and T : X → Y is a continuous linear transfor-
mation then G(T ) is closed.

Proof

Let {(xn, yn)} be a sequence in G(T ) which converges to (x, y) in X ×Y . Then
{xn} converges to x in X and {yn} converges in y in Y by Exercise 2.5. However,
yn = T (xn) for all n ∈ N since (xn, yn) ∈ G(T ). Hence, as T is continuous,

y = lim
n→∞yn = lim

n→∞T (xn) = T (x).

Therefore (x, y) = (x, T (x)) ∈ G(T ) and so G(T ) is closed. ��

We conclude this section by showing that if X and Y are fixed normed
spaces the set B(X, Y ) is a vector space. This will be done by showing that
B(X, Y ) is a linear subspace of L(X, Y ), which is a vector space under the
algebraic operations given in Definition 1.7.

Lemma 4.14

Let X and Y be normed linear spaces and let S, T ∈ B(X, Y ) with ‖S(x)‖ ≤
k1‖x‖ and ‖T (x)‖ ≤ k2‖x‖ for all x ∈ X. Let λ ∈ F. Then

(a) ‖(S + T )(x)‖ ≤ (k1 + k2)‖x‖ for all x ∈ X;

(b) ‖(λS)(x)‖ ≤ |λ|k1‖x‖ for all x ∈ X;

(c) B(X, Y ) is a linear subspace of L(X, Y ) and so B(X, Y ) is a vector space.

Proof

(a) If x ∈ X then

‖(S + T )(x)‖ ≤ ‖S(x)‖ + ‖T (x)‖ ≤ k1‖x‖ + k2‖x‖ = (k1 + k2)‖x‖.

(b) If x ∈ X then

‖(λS)(x)‖ = |λ|‖S(x)‖ ≤ |λ|k1‖x‖.

(c) By parts (a) and (b), S + T and λS are in B(X, Y ) so B(X, Y ) is a linear
subspace of L(X, Y ). Hence B(X, Y ) is a vector space. ��
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EXERCISES

4.1 If T : CR[0, 1] → R is the linear transformation defined by

T (f) =
∫ 1

0
f(x)dx

show that T is continuous.

4.2 Let h ∈ L∞[0, 1].

(a) If f is in L2[0, 1], show that fh ∈ L2[0, 1].

(b) Let T : L2[0, 1] → L2[0, 1] be the linear transformation defined
by T (f) = hf. Show that T is continuous.

4.3 Let H be a complex Hilbert space and let y ∈ H. Show that the
linear transformation f : H → C defined by

f(x) = (x, y)

is continuous.

4.4 (a) If (x1, x2, x3, x4, . . .) ∈ �2, show that

(0, 4x1, x2, 4x3, x4, . . .) ∈ �2.

(b) Let T : �2 → �2 be the linear transformation defined by

T (x1, x2, x3, x4, . . .) = (0, 4x1, x2, 4x3, x4, . . .).

Show that T is continuous.

4.5 Give the solution to Example 4.10.

4.2 The Norm of a Bounded Linear Operator

If X and Y are normed linear spaces we showed in Lemma 4.14 that B(X, Y )
is a vector space. We now show that B(X, Y ) is also a normed space. While
doing this we often have as many as three different norms, from three different
spaces, in the same equation, and so we should in principle distinguish between
these norms. In practice we simply use the symbol ‖·‖ for the norm on all three
spaces as it is still usually easy to determine which space an element is in and
therefore, implicitly, to which norm we are referring. To check the axioms for
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the norm on B(X, Y ) that we will define in Lemma 4.15 we need the following
consequence of Lemma 4.1

sup{‖T (x)‖ : ‖x‖ ≤ 1} = inf{k : ‖T (x)‖ ≤ k‖x‖ for all x ∈ X}
and so in particular ‖T (y)‖ ≤ sup{‖T (x)‖ : ‖x‖ ≤ 1}‖y‖ for all y ∈ X.

Lemma 4.15

Let X and Y be normed spaces. If ‖ · ‖ : B(X, Y ) → R is defined by

‖T‖ = sup{‖T (x)‖ : ‖x‖ ≤ 1}
then ‖ · ‖ is a norm on B(X, Y ).

Proof

Let S, T ∈ B(X, Y ) and let λ ∈ F.

(i) Clearly ‖T‖ ≥ 0 for all T ∈ B(X, Y ).

(ii) Recall that the zero linear transformation R satisfies R(x) = 0 for all x ∈
X. Hence,

‖T‖ = 0 ⇐⇒ ‖Tx‖ = 0 for all x ∈ X

⇐⇒ Tx = 0 for all x ∈ X

⇐⇒ T is the zero linear transformation.

(iii) As ‖T (x)‖ ≤ ‖T‖‖x‖ we have ‖(λT )(x)‖ ≤ |λ|‖T‖‖x‖ for all x ∈ X by
Lemma 4.14(b). Hence

‖λT‖ ≤ |λ|‖T‖.

If λ = 0 then ‖λT‖ = |λ| ‖T‖ while if λ �= 0 then

‖T‖ = ‖λ−1λT‖ ≤ ∣∣λ−1
∣∣ ‖λT‖ ≤ |λ|−1 |λ| ‖T‖ = ‖T‖.

Hence ‖T‖ = |λ|−1 ‖λT‖ and so

‖λT‖ = |λ| ‖T‖.

(iv) The final property to check is the triangle inequality.

‖(S + T )(x)‖ ≤ ‖S(x)‖ + ‖T (x)‖
≤ ‖S‖‖x‖ + ‖T‖‖x‖
= (‖S‖ + ‖T‖)‖x‖.

Therefore ‖S + T‖ ≤ ‖S‖ + ‖T‖.
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Hence B(X, Y ) is a normed vector space. ��

Definition 4.16

Let X and Y be normed linear spaces and let T ∈ B(X, Y ). The norm of T is
defined by ‖T‖ = sup{‖T (x)‖ : ‖x‖ ≤ 1}.

Using the link between matrices and linear transformations between finite-
dimensional spaces we can use the definition of the norm of a bounded linear
transformation to give a norm on the vector space of m × n matrices.

Definition 4.17

Let F
p have the standard norm and let A be a m × n matrix with entries in

F. If T : F
n → F

m is the bounded linear transformation defined by T (x) = Ax

then the norm of the matrix A is defined by ‖A‖ = ‖T‖.

Let us now see how to compute the norm of a bounded linear transfor-
mation. Since the norm of an operator is the supremum of a set, the norm
can sometimes be hard to find. Even if X is a finite-dimensional normed lin-
ear space and there is an element y with ‖y‖ = 1 in X such that ‖T‖ =
sup{‖T (x)‖ : ‖x‖ ≤ 1} = ‖T (y)‖ it might not be easy to find this element y.
In the infinite-dimensional case there is also the possibility that the supremum
may not be attained. Hence there is no general procedure for finding the norm
of a bounded linear transformation. Nevertheless there are some cases when
the norm can easily be found. As a first example we consider the norm of the
linear transformation given in Example 4.2.

Example 4.18

If T : CF[0, 1] → F is the bounded linear operator defined by

T (f) = f(0)

then ‖T‖ = 1.

Solution
It was shown in Example 4.2 that |T (f)| ≤ ‖f‖ for all f ∈ CF[0, 1]. Hence

‖T‖ = inf{k : ‖T (x)‖ ≤ k‖x‖ for all x ∈ X} ≤ 1.

On the other hand, if g : [0, 1] → C is defined by g(x) = 1 for all x ∈ X then
g ∈ CC[0, 1] with ‖g‖ = sup{|g(x)| : x ∈ [0, 1]} = 1 and |T (g)| = |g(0)| = 1.
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Hence
1 = |T (g)| ≤ ‖T‖‖g‖ = ‖T‖.

Therefore ‖T‖ = 1. ��

Sometimes it is possible to use the norm of one operator to find the norm
of another. We illustrate this in Theorem 4.19.

Theorem 4.19

Let X be a normed linear space and let W be a dense subspace of X. Let Y

be a Banach space and let S ∈ B(W, Y ).

(a) If x ∈ X and {xn} and {yn} are sequences in W such that lim
n→∞xn =

lim
n→∞yn = x then {S(xn)} and {S(yn)} both converge and lim

n→∞S(xn) =

lim
n→∞S(yn).

(b) There exists T ∈ B(X, Y ) such that ‖T‖ = ‖S‖ and Tx = Sx for all
x ∈ W .

Proof

(a) Since {xn} converges it is a Cauchy sequence. Therefore, as

‖S(xn) − S(xm)‖ = ‖S(xn − xm)‖ ≤ ‖S‖‖xn − xm‖,

{S(xn)} is also a Cauchy sequence and hence, since Y is a Banach space,
{S(xn)} converges.

As lim
n→∞xn = lim

n→∞yn = x we have lim
n→∞(xn − yn) = 0. Since

‖S(xn) − S(yn)‖ = ‖S(xn − yn)‖ ≤ ‖S‖‖xn − yn‖,

lim
n→∞S(xn) − S(yn) = 0 and so lim

n→∞S(xn) = lim
n→∞S(yn).

(b) We now define T : X → Y as follows: for any x ∈ X there exists a sequence
{xn} in W such that lim

n→∞xn = x (since W is dense in X) and we define
T : X → Y by

T (x) = lim
n→∞S(xn)

(T is well defined since the value of the limit is independent of the choice
of sequence {xn} converging to x by part (a)). In this case it is perhaps
not clear that T is a linear transformation so the first step in this part is
to show that T is linear.
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Let x, y ∈ X and let λ ∈ F. Let {xn} and {yn} be sequences in W such
that lim

n→∞xn = x and lim
n→∞yn = y. Then {xn} and {yn} are sequences in

W such that lim
n→∞(xn + yn) = x + y and lim

n→∞λxn = λx. Hence

T (x + y) = lim
n→∞S(xn + yn)

= lim
n→∞(S(xn) + S(yn))

= lim
n→∞S(xn) + lim

n→∞S(yn)

= T (x) + T (y)

and

T (λx) = lim
n→∞S(λxn) = lim

n→∞λS(xn) = λ lim
n→∞S(xn) = λT (x).

Hence T is a linear transformation.

Now suppose that x ∈ X with ‖x‖ = 1 and let {xn} be a sequence in W

such that lim
n→∞xn = x. Since lim

n→∞‖xn‖ = ‖x‖ = 1, if we let wn =
xn

‖xn‖
then {wn} is a sequence in W such that lim

n→∞wn = lim
n→∞

xn

‖xn‖ = x and

‖wn‖ =
‖xn‖
‖xn‖ = 1 for all n ∈ N. As

‖Tx‖ = lim
n→∞‖Swn‖

≤ sup{‖Swn‖ : n ∈ N}
≤ sup{‖S‖‖wn‖ : n ∈ N}
= ‖S‖,

T is bounded and ‖T‖ ≤ ‖S‖. Moreover if w ∈ W then the constant
sequence {w} is a sequence in W converging to w and so

Tw = lim
n→∞Sw = Sw.

Thus ‖Sw‖ = ‖Tw‖ ≤ ‖T‖‖w‖ so ‖S‖ ≤ ‖T‖. Hence ‖S‖ = ‖T‖ and we
have already shown that if x ∈ W then Tx = Sx. ��

The operator T in Theorem 4.19 can be thought of as an extension of the
operator S to the larger space X.

We now consider a type of operator whose norm is easy to find.

Definition 4.20

Let X and Y be normed linear spaces and let T ∈ L(X, Y ). If ‖T (x)‖ = ‖x‖
for all x ∈ X then T is called an isometry.
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On every normed space there is at least one isometry.

Example 4.21

If X is a normed space and I is the identity linear transformation on X then
I is an isometry.

Solution
If x ∈ X then I(x) = x and so ‖I(x)‖ = ‖x‖. Hence I is an isometry. ��

As another example of an isometry consider the following linear transfor-
mation.

Example 4.22

(a) If x = (x1, x2, x3, . . .) ∈ �2 then y = (0, x1, x2, x3, . . .) ∈ �2.

(b) The linear transformation S : �2 → �2 defined by

S(x1, x2, x3, . . .) = (0, x1, x2, x3, . . .) (4.2)

is an isometry.

Solution

(a) Since x ∈ �2,

|0|2 + |x1|2 + |x2|2 + |x3|2 + . . . = |x1|2 + |x2|2 + |x3|2 + . . . < ∞,

and so y ∈ �2.

(b) ‖S(x)‖2 = |0|2 + |x1|2 + |x2|2 + |x3|2 + . . .

= |x1|2 + |x2|2 + |x3|2 + . . .

= ‖x‖2,

and hence S is an isometry. ��

The operator defined in Example 4.22 will be referred to frequently in Chap-
ter 6 so it will be useful to have a name for it.

Notation
The isometry S : �2 → �2 defined by

S(x1, x2, x3, . . .) = (0, x1, x2, x3, . . .)

is called the unilateral shift.
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It is easy to see that the unilateral shift does not map �2 onto �2. This
contrasts with the finite-dimensional situation where if X is a normed linear
space and T is an isometry of X into X then T maps X onto X, by Lemma 1.12.

We leave as an exercise the proof of Lemma 4.23, which shows that the
norm of an isometry is 1.

Lemma 4.23

Let X and Y be normed linear spaces and let T ∈ L(X, Y ). If T is an isometry
then T is bounded and ‖T‖ = 1.

The converse of Lemma 4.23 is not true. In Example 4.18, although ‖T‖ = 1
it is not true that |T (h)| = ‖h‖ for all h ∈ CF[0, 1]. For example, if h : [0, 1] → F

is defined by h(x) = x for all x ∈ [0, 1] then ‖h‖ = 1 while |T (h)| = 0. Therefore,
saying that a linear transformation is an isometry asserts more than that it has
norm 1.

Definition 4.24

If X and Y are normed linear spaces and T is an isometry from X onto Y then
T is called an isometric isomorphism and X and Y are called isometrically
isomorphic.

If two spaces are isometrically isomorphic it means that as far as the vector
space and norm properties are concerned they have essentially the same struc-
ture. However, it can happen that one way of looking at a space gives more
insight into the space. For instance, �2

F
is a simple example of a Hilbert space

and we will show in Corollary 4.26 that any infinite-dimensional, separable
Hilbert spaces over F is isomorphic to �2

F
. We recall that { ẽn } is the standard

orthonormal basis in �2
F
.

Theorem 4.25

Let H be an infinite-dimensional Hilbert space over F with an orthonormal
basis {en}. Then there is an isometry T of H onto �2

F
such that T (en) = ẽn for

all n ∈ N.
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Proof

Let x ∈ H. Then x =
∑∞

n=1(x, en)en by Theorem 3.47 as {en} is an orthonor-
mal basis for H. Moreover, if αn = (x, en) then {αn} ∈ �2

F
by Lemma 3.41

(Bessel’s inequality) so we can define a linear transformation T : H → �2
F

by
T (x) = {αn}. Now

‖T (x)‖2 =
∞∑

n=1

|αn|2 =
∞∑

n=1

|(x, en)|2 = ‖x‖2

for all x ∈ H by Theorem 3.47, so T is an isometry and by definition T (en) = ẽn

for all n ∈ N.

Finally, if {βn} is in �2
F

then by Theorem 3.42 the series
∑∞

n=1 βnen con-
verges to a point y ∈ H. Since (y, en) = βn we have T (y) = {βn}. Hence T is
an isometry of H onto �2

F
. ��

Corollary 4.26

Any infinite-dimensional, separable Hilbert space H over F is isometrically
isomorphic to �2

F
.

Proof

H has an orthonormal basis {en} by Theorem 3.52, so H is isometrically iso-
morphic to �2

F
by Theorem 4.25. ��

EXERCISES

4.6 Let T : CR[0, 1] → R be the bounded linear transformation defined
by

T (f) =
∫ 1

0
f(x)dx.

(a) Show that ‖T‖ ≤ 1.

(b) If g ∈ CR[0, 1] is defined by g(x) = 1 for all x ∈ [0, 1], find |T (g)|
and hence find ‖T‖.

4.7 Let h ∈ L∞[0, 1] and let T : L2[0, 1] → L2[0, 1] be the bounded linear
transformation defined by T (f) = hf. Show that

‖T‖ ≤ ‖h‖∞.
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4.8 Let T : �2 → �2 be the bounded linear transformation defined by

T (x1, x2, x3, x4, . . .) = (0, 4x1, x2, 4x3, x4, . . .).

Find the norm of T.

4.9 Prove Lemma 4.23.

4.10 Let H be a complex Hilbert space and let y ∈ H. Find the norm of
the bounded linear transformation f : H → C defined by

f(x) = (x, y).

4.11 Let H be a Hilbert space and let y, z ∈ H. If T is the linear transfor-
mation defined by T (x) = (x, y)z, show that T is bounded and that
‖T‖ ≤ ‖y‖‖z‖.

4.3 The Space B(X, Y )

Now that we have seen some examples of norms of individual operators let us
look in more detail at the normed space B(X, Y ), where X and Y are normed
linear spaces. Since many of the deeper properties of normed linear spaces are
obtained only for Banach spaces it is natural to ask when B(X, Y ) is a Banach
space. An initial guess might suggest that it would be related to completeness
of X and Y . This is only half correct. In fact, it is only the completeness of Y

which matters.

Theorem 4.27

If X is a normed linear space and Y is a Banach space then B(X, Y ) is a
Banach space.

Proof

We have to show that B(X, Y ) is a complete metric space. Let {Tn} be a Cauchy
sequence in B(X, Y ). In any metric space a Cauchy sequence is bounded so
there exists M > 0 such that ‖Tn‖ ≤ M for all n ∈ N. Let x ∈ X. Since

‖Tnx − Tmx‖ = ‖(Tn − Tm)(x)‖ ≤ ‖Tn − Tm‖‖x‖
and {Tn} is Cauchy, it follows that {Tnx} is a Cauchy sequence in Y. Since Y

is complete {Tnx} converges, so we may define T : X → Y by

T (x) = lim
n→∞ Tnx.
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We will show that T ∈ B(X, Y ) and that T is the required limit in B(X, Y ),
so that B(X, Y ) is a Banach space.

The first step is to show that T is linear. This follows from

T (x+y) = lim
n→∞ Tn(x+y) = lim

n→∞(Tnx+Tny) = lim
n→∞ Tnx+ lim

n→∞ Tny = Tx+Ty

and
T (αx) = lim

n→∞ Tn(αx) = lim
n→∞ αTnx = α lim

n→∞ Tnx = αT (x).

Next, it follows from ‖Tx‖ = lim
n→∞ ‖Tnx‖ ≤ M‖x‖, that T is bounded and so

T ∈ B(X, Y ).
Finally, we have to show that lim

n→∞ Tn = T. Let ε > 0. There exists N ∈ N

such that when m, n ≥ N

‖Tn − Tm‖ <
ε

2
.

Then, for any x with ‖x‖ ≤ 1 and any m, n ≥ N,

‖Tnx − Tmx‖ ≤ ‖Tn − Tm‖‖x‖ <
ε

2
.

Since T (x) = lim
n→∞ Tn(x), there exists N1 ∈ N such that when m ≥ N1,

‖Tx − Tmx‖ <
ε

2
.

Then when n ≥ N and m ≥ N1

‖Tx − Tnx‖ ≤ ‖Tx − Tmx‖ + ‖Tnx − Tmx‖ <
ε

2
+

ε

2
‖x‖ ≤ ε.

Thus ‖T − Tn‖ ≤ ε when n ≥ N and so lim
n→∞ Tn = T. ��

One particular case, which is sufficiently important to warrant separate
notation, is when Y = F.

Definition 4.28

Let X be a normed space. Linear transformations from X to F are called linear
functionals. The space B(X, F) is called the dual space of X and denoted X ′.

The dual space is sometimes also denoted by X∗, but to avoid confusion
with notation we will use in Chapter 6, we will not use X∗ for the dual space.

Corollary 4.29

If X is a normed vector space then X ′ is a Banach space.
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Proof

The space F is complete so X ′ is a Banach space by Theorem 4.27. ��

Dual spaces will be considered in more detail in Chapter 5. Here, we inves-
tigate the algebraic structure of B(X, Y ) for general spaces Y .

Lemma 4.30

If X, Y and Z are normed linear spaces and T ∈ B(X, Y ) and S ∈ B(Y, Z)
then S ◦ T ∈ B(X, Z) and

‖S ◦ T‖ ≤ ‖S‖‖T‖.

Proof

As S ◦ T ∈ L(X, Z) by Lemma 1.8 and

‖(S ◦ T )(x)‖ = ‖S(T (x))‖ ≤ ‖S‖‖T (x)‖ ≤ ‖S‖‖T‖‖x‖,

S ◦ T ∈ B(X, Z) and ‖S ◦ T‖ ≤ ‖S‖‖T‖. ��

If X, Y and Z are three finite-dimensional spaces with bases x, y and z re-
spectively and T ∈ L(X, Y ) and S ∈ L(Y, Z) then Mx

z (S ◦ T ) = My
z (S)Mx

y (T )
by Theorem 1.15. A natural candidate for the product of bounded linear oper-
ators is therefore function composition.

Definition 4.31

Let X, Y and Z be normed linear spaces and T ∈ B(X, Y ) and S ∈ B(Y, Z).
The composition S ◦T of S and T will be denoted by ST and called the product
of S and T.

Let X, Y and Z be normed linear spaces and T ∈ B(X, Y ) and S ∈ B(Y, Z).
If the spaces X, Y and Z are not all the same the fact that we can define
the product ST does not mean we can define the product TS. However, if
X = Y = Z then TS and ST will both be defined. We note, however, that even
if all the spaces are finite-dimensional and X = Y = Z, in general TS �= ST.

Since the situation when X = Y = Z arises frequently it is convenient to
have the following notation.

Notation
If X is a normed linear space the set B(X, X) of all bounded linear operators
from X to X will be denoted by B(X).
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If X is a normed space then we have seen that B(X) has a lot of algebraic
structure. This is summarized in part (a) of Lemma 4.32.

Lemma 4.32

Let X be a normed linear space.

(a) B(X) is an algebra with identity and hence a ring with identity.

(b) If {Tn} and {Sn} are sequences in B(X) such that lim
n→∞ Tn = T and

lim
n→∞ Sn = S then lim

n→∞ SnTn = ST.

Proof

(a) The identities given in Lemma 1.9 hold for all linear transformations and
hence in particular hold for those in B(X). Therefore B(X) is an algebra
with identity (and hence a ring with identity) under the operations of
addition and scalar multiplication given in Definition 1.7 and multiplication
given in Definition 4.31.

(b) As {Tn} is convergent it is bounded so there exists K > 0 such that ‖Tn‖ ≤
K for all n ∈ N. Let ε > 0. There exists N1 ∈ N such that when n ≥ N1

‖Sn − S‖ <
ε

2K
,

and N2 ∈ N such that when n ≥ N2

‖Tn − T‖ <
ε

2(‖S‖ + 1)
.

As

‖SnTn −ST‖ ≤ ‖SnTn −STn‖+‖STn −ST‖ ≤ K‖Sn −S‖+‖S‖‖Tn −T‖,

when n ≥ max(N1, N2) we have

‖SnTn − ST‖ ≤ K‖Sn − S‖ + ‖S‖‖Tn − T‖ < ε.

Thus lim
n→∞ SnTn = ST. ��

Notation
Let X be a normed space and let T ∈ B(X).

(a) TT will be denoted by T 2, TTT will be denoted by T 3, and more generally
the product of T with itself n times will be denoted by Tn.
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(b) If a0, a1, . . . , an ∈ F and p : F → F is the polynomial defined by p(x) =
a0+a1x+. . .+anxn, then we define p(T ) by p(T ) = a0I+a1T +. . .+anTn.

Since B(X) is a ring the above notation is consistent with using the power
notation for products of an element with itself in any ring. The following is
such an easy consequence of the definitions that we omit the proof.

Lemma 4.33

Let X be a normed linear space and let T ∈ B(X). If p and q are polynomials
and λ, µ ∈ C then

(a) (λp + µq)(T ) = λp(T ) + µq(T );

(b) (pq)(T ) = p(T )q(T ).

EXERCISES

4.12 Let X be a normed linear space and let P, Q ∈ B(X). Show that the
linear transformation T : B(X) → B(X) defined by T (R) = PRQ,
R ∈ B(X), is bounded.

4.13 Let T : �2 → �2 be the bounded linear operator defined by

T (x1, x2, x3, x4, . . .) = (0, 4x1, x2, 4x3, x4, . . .).

(a) Find T 2.

(b) Hence find ‖T 2‖ and compare this with ‖T‖2.

4.14 Let X, Y and Z be normed linear spaces and let T : X → Y and
S : Y → Z be isometries. Show that S ◦ T is an isometry.

4.4 Inverses of Operators

One way to solve a matrix equation

Ax = y

is to find the inverse matrix A−1 (if it exists) and then the solution is x = A−1y.

In this section we will see to what extent this can be generalized to the infinite-
dimensional case. Our first task is to define an inverse in this setting.
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Definition 4.34

Let X, Y be normed linear spaces. An operator T ∈ B(X, Y ) is said to be
invertible if there exists S ∈ B(Y, X) such that ST = IX , TS = IY , in which
case S is the inverse of T and is denoted by T−1.

Note that, by Lemma 1.12, if T ∈ B(X, Y ) is invertible then its inverse is
unique.

The rest of this section is devoted to studying properties of inverses, char-
acterizing invertible operators and giving examples of these operators. The
following simple lemma can easily be verified (using Definition 4.34), so we
omit the proof.

Lemma 4.35

If X, Y , Z are normed linear spaces and T1 ∈ B(X, Y ), T2 ∈ B(Y, Z) are
invertible, then:

(a) T−1
1 is invertible with inverse T1;

(b) T2T1 is invertible with inverse T−1
1 T−1

2 .

Remark 4.36

If X = Y we have seen that B(X) has additional algebraic properties com-
pared with the space B(X, Y ). In particular, if T ∈ B(X) then powers Tn,
n = 1, 2, . . . , are well-defined. Similarly, if T is invertible then inverse powers
T−n = (T−1)n, n = 1, 2, . . . , are well-defined. However, we will not make any
significant use of this additional algebraic structure in this book.

Our main interest here is in the existence and properties of inverses, so we
first note that the existence of an invertible operator between spaces X, Y ,
requires that many of the algebraic and topological properties of these spaces
should be similar. This leads to the following definition and lemma.

Definition 4.37

Let X, Y be normed linear spaces. If an invertible operator T ∈ B(X, Y ) exists
then X, Y are isomorphic, and T is an isomorphism (between X and Y ).

We observe that if T ∈ B(X, Y ) is an isomorphism then T−1 ∈ B(Y, X) is
also an isomorphism. The following lemma can easily be verified, so we again
omit the proof.
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Lemma 4.38

If the normed linear spaces X, Y , are isomorphic, then:

(a) dimX < ∞ if and only if dimY < ∞, in which case dim X = dimY ;

(b) X is separable if and only if Y is separable;

(c) X is complete (i.e., Banach) if and only if Y is complete (i.e., Banach).

We now discuss a simple example, in which we can check directly from the
definition that an operator is invertible.

Example 4.39

For any h ∈ C[0, 1] let Th ∈ B(L2[0, 1]) be defined by

(Thu)(t) = h(t)u(t), u ∈ L2[0, 1]. (4.3)

If f ∈ C[0, 1] is defined by f(t) = 1 + t then Tf is invertible.

Solution
Note that we showed in Exercise 4.2 that Th is bounded for any h ∈ C[0, 1].

Let g(t) =
1

1 + t
. Then g ∈ C[0, 1] and

(TgTfu)(t) = (Tg(fu))(t) = g(t)f(t)u(t) = u(t),

for all t ∈ [0, 1]. Thus (TgTf )u = u for all u ∈ L2[0, 1] so TgTf = I. Similarly
TfTg = I. Hence Tf is invertible with T−1

f = Tg. ��

In Example 4.39 it was easy to verify that Tf was invertible because we had
a suitable candidate for the inverse. Usually there is not an obvious candidate
for the inverse, and it is not so easy to determine whether an inverse exists. Even
if we consider the same space and a very similar function f ∈ C[0, 1] defined by

f(t) = t, the same approach as in Example 4.39 would not work since
1

f(t)
is

not in C[0, 1]. Unfortunately, we cannot immediately conclude from this that
Tf is not invertible since it might have an inverse which is not of the form
Th, h ∈ C[0, 1], and we do not yet have techniques available to check this.
Therefore we have to look for other ways of determining whether an operator
is invertible. In finite dimensions the determinant of a matrix can be used to
determine if the matrix is invertible, but there is no obvious generalization
of this to the infinite-dimensional case. We therefore have to look for other
methods to determine whether an operator is invertible. The first approach is
based on the norm of an operator.
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Theorem 4.40

Let X be a Banach space. If T ∈ B(X) is an operator with ‖T‖ < 1 then I −T

is invertible and the inverse is given by

(I − T )−1 =
∞∑

n=0

Tn.

Proof

Because X is a Banach space, so is B(X) by Theorem 4.27. Since ‖T‖ < 1 the
series

∑∞
n=0 ‖T‖n converges and hence, as ‖Tn‖ ≤ ‖T‖n for all n ∈ N, the series∑∞

n=0 ‖Tn‖ also converges. Therefore
∑∞

n=0 Tn converges by Theorem 2.30. Let
S =

∑∞
n=0 Tn and let Sk =

∑k
n=0 Tn. Then the sequence {Sk} converges to S

in B(X). Now

‖(I − T )Sk − I‖ = ‖I − T k+1 − I‖ = ‖ − T k+1‖ ≤ ‖T‖k+1.

Since ‖T‖ < 1 we deduce that lim
k→∞

(I − T )Sk = I. Therefore,

(I − T )S = (I − T ) lim
k→∞

Sk = lim
k→∞

(I − T )Sk = I,

by Lemma 4.32. Similarly, S(I−T ) = I so I−T is invertible and (I−T )−1 = S.

��

Notation
The series in Theorem 4.40 is sometimes called the Neumann series.

As an application of the above method let us show how to obtain a solution
to an integral equation.

Example 4.41

Let A ∈ C and let k : [a, b] × [a, b] → R, a, b ∈ R, be defined by

k(x, y) = A sin(x − y).

Show that if |A| < 1 then for any f ∈ C[a, b] there exists g ∈ C[a, b] such that

g(x) = f(x) +
∫ 1

0
k(x, y)g(y) dy.
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Solution
In Example 4.7(b) we showed that the linear transformation K : C[a, b] →
C[a, b] defined by

(K(g))(s) =
∫ b

a

k(s, t) g(t) dt

is bounded and ‖K(g)‖ ≤ |A|‖g‖. Hence ‖K‖ ≤ A. Since the integral equation
can be written as

(I − K)g = f

and I −K is invertible by Theorem 4.40, the integral equation has the (unique)
solution

g = (I − K)−1f. ��

Theorem 4.40 can also be used to derive a metric space property of the set
of invertible operators.

Corollary 4.42

Let X, Y be Banach spaces. The set A of invertible operators in B(X, Y ) is
open.

Proof

Let T ∈ A and let η = ‖T−1‖−1. To show that A is open it suffices to show
that if ‖T − S‖ < η then S ∈ A. Accordingly, let ‖T − S‖ < η. Then

‖(T − S)T−1‖ ≤ ‖T − S‖‖T−1‖ < ‖T−1‖−1‖T−1‖ = 1.

Hence IY − (T − S)T−1 is invertible by Theorem 4.40. However,

IY − (T − S)T−1 = IY − (IY − ST−1) = ST−1.

Therefore ST−1 is invertible and so S = ST−1T is invertible by Lemma 4.35.
Hence S ∈ A as required. ��

Let us now turn to a second method of determining invertibility of an op-
erator. Suppose that X and Y are normed spaces and T ∈ B(X, Y ). If T is
invertible then it is bijective (and hence Ker (T ) = {0} and Im(T ) = Y , by
Lemma 1.12). Conversely, if T is bijective then, by Lemma 1.12 again, there is
a unique linear transformation S : Y → X such that S◦T = IX and T ◦S = IY .
However, in general S need not be bounded, so bijectivity of T is not sufficient
for invertibility (in infinite dimensions). The final part of the following result
is therefore rather surprising.
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Theorem 4.43 (Open Mapping Theorem)

Suppose that X and Y are Banach spaces and T ∈ B(X, Y ) is surjective. Let

L = {T (x) : x ∈ X and ‖x‖ ≤ 1},

with closure L. Then:

(a) there exists r > 0 such that {y ∈ Y : ‖y‖ ≤ r} ⊆ L;

(b) {y ∈ Y : ‖y‖ ≤ r

2
} ⊆ L;

(c) if, in addition, T is one-to-one then T is invertible.

Proof

To clarify which spaces various sets are in we will use the following notation in
this proof. Let

B0,X(r) = {x ∈ X : ‖x‖ < r}
be the open ball with centre 0 and radius r in the space X, with closure

B0,X(r) = {x ∈ X : ‖x‖ ≤ r},

and let B0,Y (r) and B0,Y (r) be the corresponding sets in the space Y.

(a) Since T maps X onto Y , for any y ∈ Y there exists x ∈ X such that
T (x) = y. Thus y ∈ ‖x‖L and so

Y =
∞⋃

n=1

nL.

Therefore, by Theorem 1.32 (the Baire category theorem), there is N ∈ N

such that NL contains an open ball. Hence L also contains an open ball, as
the operation of multiplying by a non-zero scalar is a continuous function
with a continuous inverse. Therefore, there exists p ∈ L and t > 0 such
that

p + B0,Y (t) ⊆ L.

Let y ∈ B0,Y (t). Then p + y and y − p are both in L and so

y =
1
2
((p + y) + (y − p)) ∈ L.

Thus L contains B0,Y (t) and so the result follows by taking r = t/2.
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(b) Let y ∈ B0,Y (r/2). Since ‖2y‖ ≤ r and B0,Y (r) ⊆ L, there exists w1 ∈ L

such that

‖2y − w1‖ < r/2.

Since 22y − 2w1 ∈ B0,Y (r) and B0,Y (r) ⊆ L there exists w2 ∈ L such that

‖22y − 2w1 − w2‖ < r/2.

Continuing in this way we obtain a sequence {wn} in L such that for all
n ∈ N

‖2ny − 2n−1w1 − 2n−2w2 − · · · − wn‖ < r/2.

Therefore, for all n ∈ N,

‖y −
n∑

j=1

2−jwj‖ < 2−n−1r,

and hence y =
∑∞

j=1 2−jwj . Since wn ∈ L for all n ∈ N, there exists
xn ∈ B0,X(1) such that wn = T (xn). Now as

‖
∞∑

j=1

2−jxj‖ ≤
∞∑

j=1

2−j = 1,

the sequence of partial sums of
∑∞

j=1 2−jxj is a Cauchy sequence and so
converges to x ∈ B0,X(1). Also

T (x) = T (
∞∑

j=1

2−jxj) =
∞∑

j=1

2−jT (xj) =
∞∑

j=1

2−jwj = y.

Therefore y ∈ L so B0,Y (r/2) ⊆ L.

(c) By Lemma 1.12 there is a unique linear transformation S : Y → X such
that S ◦ T = IX and T ◦ S = IY . Let y ∈ Y with ‖y‖ ≤ 1 and let w =

ry

2
.

As ‖w‖ ≤ r

2
, we have w = T (x) for some x ∈ X with ‖x‖ ≤ 1 by part (b).

Therefore y = T
( 2x

r

)
so

‖S(y)‖ =
∥∥∥∥2x

r

∥∥∥∥ ≤ 2
r
.

Thus S is bounded. ��
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As an application of Theorem 4.43 we give a converse to Lemma 4.13 for
operators between Banach spaces.

Corollary 4.44 (Closed Graph Theorem)

If X and Y are Banach space and T is a linear transformation from X into Y

such that G(T ), the graph of T , is closed, then T is continuous.

Proof

As X × Y is a Banach space by Exercise 2.13, G(T ) is also a Banach space
since it is a closed linear subspace of X × Y . Let R : G(T ) → X be defined
by R(x, Tx) = x. Then R is a linear transformation from G(T ) to X which is
one-to-one and onto. Since

‖R(x, Tx)‖ = ‖x‖ ≤ ‖x‖ + ‖Tx‖ = ‖(x, Tx)‖,

R is bounded and ‖R‖ ≤ 1. Hence there is a bounded linear operator S : X →
G(T ) such that S ◦ R = IG(T ) and R ◦ S = IX by Theorem 4.43. In particular,
Sx = (x, Tx) for all x ∈ X. As

‖Tx‖ ≤ ‖x‖ + ‖Tx‖ = ‖(x, Tx)‖ = ‖Sx‖ ≤ ‖S‖‖x‖
for all x ∈ X, it follows that T is continuous. ��

Part (c) of Theorem 4.43 is sufficiently important to be stated in its own
right.

Corollary 4.45 (Banach’s Isomorphism Theorem)

If X, Y are Banach spaces and T ∈ B(X, Y ) is bijective, then T is invertible.

Despite this neat characterization of invertibility of an operator T , if we try
to use it to solve the equation T (x) = y we observe that if we can check from
the definition that T maps X onto Y then we could already have solved the
equation! To avoid this cyclic argument we have to try to find another way of
characterizing invertibility.

Lemma 4.46

If X, Y are normed linear spaces and T ∈ B(X, Y ) is invertible then, for all
x ∈ X,

‖Tx‖ ≥ ‖T−1‖−1‖x‖.
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Proof

For all x ∈ X we have ‖x‖ = ‖T−1(Tx)‖ ≤ ‖T−1‖‖Tx‖ and so

‖Tx‖ ≥ ‖T−1‖−1‖x‖. ��

Lemma 4.46 shows that if T ∈ B(X, Y ) is invertible then there exists α > 0
such that ‖Tx‖ ≥ α‖x‖ for all x ∈ X. This property will form part of our next
invertibility criterion.

Lemma 4.47

Suppose that X is a Banach space, Y is a normed space and T ∈ B(X, Y ). If
there exists α > 0 such that ‖Tx‖ ≥ α‖x‖ for all x ∈ X, then Im(T ) is closed.

Proof

We use the sequential characterization of closed sets, so let {yn} be a sequence
in Im(T ) which converges to y ∈ Y. Since yn ∈ Im(T ), there exists xn ∈ X such
that Txn = yn. Since {yn} converges, it is a Cauchy sequence so since

‖yn − ym‖ = ‖Txn − Txm‖ = ‖T (xn − xm)‖ ≥ α‖xn − xm‖,

for all m and n ∈ N, we deduce that the sequence {xn} is a Cauchy sequence.
Since X is complete there exists x ∈ X such that {xn} converges to x. There-
fore, by the continuity of T ,

Tx = lim
n→∞ Txn = lim

n→∞ yn = y.

Hence y = Tx ∈ Im(T ) and so Im(T ) is closed. ��

From Lemmas 4.46 and 4.47 we can now give another characterization of
invertible operators.

Theorem 4.48

Suppose that X, Y are Banach spaces, and T ∈ B(X, Y ). The following are
equivalent:

(a) T is invertible;

(b) Im(T ) is dense in Y and there exists α > 0 such that ‖Tx‖ ≥ α‖x‖ for all
x ∈ X.



4. Linear Operators 117

Proof

(a) ⇒ (b). This is a consequence of Lemmas 1.12 and 4.46.
(b) ⇒ (a). By hypothesis Im(T ) is dense in Y and so, since Im(T ) is also closed,
by Lemma 4.47, we have Im(T ) = Y. If x ∈ Ker (T ) then Tx = 0 so

0 = ‖Tx‖ ≥ α‖x‖,

and so x = 0. Hence Ker (T ) = {0} and so T is invertible by Corollary 4.45. ��

It is worthwhile stating explicitly how this result can be used to show that
an operator is not invertible. The following corollary is therefore just a refor-
mulation of Theorem 4.48.

Corollary 4.49

Suppose that X, Y are Banach spaces, and T ∈ B(X, Y ). The operator T is
not invertible if and only if Im(T ) is not dense in Y or there exists a sequence
{xn} in X with ‖xn‖ = 1 for all n ∈ N but lim

n→∞ Txn = 0.

Not surprisingly Corollary 4.49 is a useful way of showing non-invertibility
of an operator. Example 4.50 resolves a question left open after Example 4.39.

Example 4.50

For any h ∈ C[0, 1], let Th ∈ B(L2[0, 1]) be defined by (4.3). If f ∈ C[0, 1] is
defined by f(t) = t, then Tf is not invertible.

Solution
For each n ∈ N let un =

√
nχ[0,1/n]. Then un ∈ L2[0, 1] and

‖un‖2 =
∫ 1

0

√
nχ[0,1/n](t)

√
nχ[0,1/n](t) dt =

n

n
= 1

for all n ∈ N. However

‖Tf (un)‖2 =
∫ 1

0
t
√

nχ[0,1/n](t) t
√

nχ[0,1/n](t) dt = n

∫ 1/n

0
t2 dt =

n

3n3 .

Therefore, lim
n→∞ Tf (un) = 0 and so Tf is not invertible by Corollary 4.49. ��

It is also possible to use Theorem 4.48 to show that an operator is invertible.
We use it to give an alternative solution to Example 4.39.
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Example 4.51

For any h ∈ C[0, 1], let Th ∈ B(L2[0, 1]) be defined by (4.3). If f ∈ C[0, 1] is
defined by f(t) = 1 + t, then Tf is invertible.

Solution
We verify that the two conditions of Theorem 4.48 are satisfied for this operator.
Let v ∈ C[0, 1] and let u =

v

f
. Then u ∈ C[0, 1] and

(Tf (u))(t) = f(t)u(t) = v(t)

for all t ∈ [0, 1]. Hence Tf (u) = v and so Im(Tf ) = C[0, 1]. Moreover,

‖Tf (u)‖2 =
∫ 1

0
f(t)u(t)f(t)u(t)dt =

∫ 1

0
|f(t)|2|u(t)|2dt ≥

∫ 1

0
|u(t)|2dt = ‖u‖2

for all u ∈ C[0, 1]. Therefore Tf is invertible by Theorem 4.48. ��

It could be argued that to show that Im(Tf ) was dense in the solution
to Example 4.51 was still just about as hard as finding the inverse formula
explicitly. However, in the case of operators in B(H) where H is a Hilbert
space, there is some additional structure in B(H), which we shall study in
Chapter 6, which will enable us to obtain an alternative characterization of
this density condition which is much easier to study.

We conclude this chapter with another application of the closed graph
theorem.

Theorem 4.52 (Uniform Boundedness Principle)

Let U, X be Banach spaces. Suppose that S is a non-empty set and, for each
s ∈ S, Ts ∈ B(U, X). If, for each u ∈ U , the set {‖Ts(u)‖ : s ∈ S} is bounded
then the set {‖Ts‖ : s ∈ S} is bounded.

Proof

Let Fb(S, X) be the Banach space defined in Exercises 2.2 and 2.14. For each
u ∈ U , define a mapping fu : S → X by fu(s) = Ts(u). By definition, the set
{‖fu(s)‖ : s ∈ S} = {‖Ts(u)‖ : s ∈ S} and hence is bounded, so fu ∈ Fb(S, X).

Now define a linear operator φ : U → Fb(S, X) by φ(u) = fu. We will show
that G(φ), the graph of φ, is closed. Let {(un, φ(un))} be a sequence in G(φ)
which converges to (u, g) in U × Fb(S, X). Then

lim
n→∞‖g(s) − φ(un)(s)‖ ≤ lim

n→∞‖g − φ(un)‖b = 0
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and so, since Ts is continuous,

g(s) = lim
n→∞φ(un)(s) = lim

n→∞fun(s) = lim
n→∞Ts(un) = Ts(u).

Thus g(s) = fu(s) = φ(u)(s), and so g = φ(u) and (u, g) ∈ G(φ). Hence G(φ)
is closed.

Now, by the closed graph theorem (Corollary 4.44), φ is bounded, so

‖Ts(u)‖ = ‖fu(s)‖ ≤ ‖fu‖b = ‖φ(u)‖b ≤ ‖φ‖‖u‖, s ∈ S, u ∈ U,

and hence ‖Ts‖ ≤ ‖φ‖ for all s ∈ S. ��

Corollary 4.53

Let U, X be Banach spaces and Tn ∈ B(U, X), n = 1, 2, . . . . Suppose that,
lim

n→∞ Tnu exists, for each u ∈ U , and define Tu = lim
n→∞ Tnu. Then T ∈ B(U, X).

Proof

It can be seen, as in the proof of Theorem 4.27, that T is linear. Next, for any
u ∈ U , it follows from the the existence of the limit limn→∞ Tnu that the set
{‖Tnu‖ : n ∈ N} is bounded. Thus, by Theorem 4.52 with S = N, there exists
M such that ‖Tn‖ ≤ M , for all n ∈ N. Hence, ‖Tu‖ = limn→∞ ‖Tnu‖ ≤ M‖u‖,
so that T is bounded. ��

EXERCISES

4.15 Prove Lemma 4.35.

4.16 Let X be a vector space on which there are two norms ‖ · ‖1 and
‖ · ‖2. Suppose that under both norms X is a Banach space and that
there exists k > 0 such that

‖x‖1 ≤ k‖x‖2,

for all x ∈ X. Show that ‖ · ‖1 and ‖ · ‖2 are equivalent norms.

4.17 Let c = {cn} ∈ �∞ and let Tc ∈ B(�2) be defined by Tc({xn}) =
{cnxn}.

(a) If inf{|cn| : n ∈ N} > 0 and dn =
1
cn

show that d = {dn} ∈ �∞

and that TcTd = TdTc = I.

(b) If λ /∈ {cn : n ∈ N}− show that Tc − λI is invertible.
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4.18 Let c = {cn} ∈ �∞ and let Tc ∈ B(�2) be defined by Tc({xn}) =

{cnxn}. If cn =
1
n

show that Tc is not invertible.

4.19 Let X be a Banach space and suppose that {Tn} is a sequence of
invertible operators in B(X) which converges to T ∈ B(X). Suppose
also that ‖T−1

n ‖ < 1 for all n ∈ N. Show that T is invertible.

4.20 Let U = {u = {un} ∈ �2 : un �= 0 for only finitely many n}. For
n ∈ N, define Tn ∈ B(U, F) by Tn(u) = nun. Show that the set
{‖Tn‖ : n ∈ N} is not bounded. Deduce that the hypothesis in
Theorem 4.52 that U be complete is necessary.

4.21 Let {αn} be a sequence in F. Show that if
∑∞

n=1 αnxn is finite for
all x = {xn} ∈ �1 then {αn} ∈ �∞.



5
Duality and the Hahn–Banach Theorem

In this chapter we return to the study of linear functionals and dual spaces,
which were defined and briefly considered in Section 4.3. In the first section
we obtain specific representations of the duals of some particular spaces. We
then give various formulations of the so called Hahn–Banach theorem. This
theorem enables us to construct linear functionals, on general spaces, with
specific properties. This then enables us to derive various general properties
of dual spaces, and also of second dual spaces. We conclude the chapter by
considering “projection operators” and “weak convergence” of sequences —
these topics have many uses, and rely on some of the results established earlier
in the chapter.

5.1 Dual Spaces

In this section we describe the dual of several of the standard spaces introduced
in previous chapters. In general, it is relatively easy to produce some elements of
a dual space but less easy to identify the entire dual space. We begin with finite
dimensional spaces, for which the construction is simple. It will be convenient
to introduce the following notation: for any integers j, k, let

δjk =
{

1, if j = k,
0, if j �= k

(this is often called the Kronecker delta).

121
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Theorem 5.1

If X is a finite dimensional normed linear space with basis {v1, v2, . . . , vn} then
X ′ has a basis {f1, f2, . . . , fn} such that fj(vk) = δjk, for 1 ≤ j, k ≤ n. In
particular, dimX ′ = dimX.

Proof

Let x ∈ X. Since {v1, v2, . . . , vn} is a basis for X, there exist unique scalars
α1, α2, . . . , αn such that x =

∑n
k=1 αkvk. For j = 1, . . . , n, define fj : X → F

by
fj(x) = αj , x ∈ X.

It can be verified that fj is a linear transformation such that fj(vk) = δjk.
Moreover, fj ∈ X ′ by Theorem 4.9 . We now show that {f1, f2, . . . , fn} is a
basis for X ′.

Suppose that β1, β2, . . . , βn are scalars such that
∑n

j=1 βjfj = 0. Then,

0 =
n∑

j=1

βjfj(vk) =
n∑

j=1

βjδjk = βk, 1 ≤ k ≤ n,

and so {f1, f2, . . . , fn} is linearly independent.
Now, for arbitrary f ∈ X ′, let γj = f(vj), j = 1, . . . , n. Then

n∑
j=1

γjfj(vk) =
n∑

j=1

γkδjk = γk = f(vk), 1 ≤ k ≤ n,

and so f =
∑n

j=1 γjfj , since {v1, v2, . . . , vn} is a basis for X. ��

An alternative proof of the final part of Theorem 5.1 uses Theorem 4.9 and
the algebraic result that if V and W are vector spaces then the dimension of
L(V,W ) is the product of the dimension of V times the dimension of W.

If X is a finite dimensional normed linear space there are occasions in which
it important not only to know the dimension of X ′, but also to know the ex-
istence of the special basis given in the Lemma 5.1. One such occasion oc-
curs when Y is a finite dimensional linear subspace of a normed linear space
X. Suppose that {v1, v2, . . . , vn} is a basis for Y and {f1, f2, . . . , fn} is a ba-
sis for Y ′ such that fj(vk) = δjk, for 1 ≤ j, k ≤ n. If it is possible to find
{g1, g2, . . . , gn} ∈ X ′ such that g(y) = f(y) for all y ∈ Y then this provides n

elements of X ′ which distinguish elements of Y. Finding such functionals gj is
equivalent to extending the domains of the functional fj from the subspace Y

to the whole space X. Such an extension process is the subject of the Hahn–
Banach theorem, which will be discussed in detail in the following sections.
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We next consider the dual space of a general Hilbert space H. We recall,
from Exercise 4.3, that for any y ∈ H we can define a functional fy ∈ H′ by
fy(x) = (x, y), x ∈ H. This identifies a collection of elements of H′ with H
itself. The following theorem shows that, in fact, all elements of H′ are of this
form.

Theorem 5.2 (Riesz–Fréchet Theorem)

Let H be a Hilbert space and let f ∈ H′. Then there is a unique y ∈ H such
that f(x) = fy(x) = (x, y) for all x ∈ H. Moreover ‖f‖ = ‖y‖.

Proof

(a) (Existence). If f(x) = 0 for all x ∈ H then y = 0 will be a suitable choice.
Otherwise, Ker f = {x ∈ H : f(x) = 0} is a proper closed subspace of H so
that (Ker f)⊥ �= {0}, by Theorem 3.34. Therefore there exists z ∈ (Ker f)⊥

such that f(z) = 1. In particular, z �= 0 so we may define y =
z

‖z‖2 . Now

let x ∈ H be arbitrary. Since f is linear,

f(x − f(x)z) = f(x) − f(x)f(z) = 0,

and hence x − f(x)z ∈ Ker f. However, z ∈ (Ker f)⊥ so

(x − f(x)z, z) = 0.

Therefore, (x, z) − f(x)(z, z) = 0 and so (x, z) = f(x)‖z‖2. Hence

f(x) = (x,
z

‖z‖2 ) = (x, y).

Now, if ‖x‖ ≤ 1 then by the Cauchy–Schwarz inequality

|f(x)| = |(x, y)| ≤ ‖x‖‖y‖ ≤ ‖y‖,

so that ‖f‖ ≤ ‖y‖. On the other hand, if x =
y

‖y‖ then ‖x‖ = 1 and

‖f‖ ≥ |f(x)| =
|f(y)|
‖y‖ =

(y, y)
‖y‖ = ‖y‖.

Therefore ‖f‖ ≥ ‖y‖.

(b) (Uniqueness). If y and w are such that

f(x) = (x, y) = (x, w)

for all x ∈ H, then (x, y − w) = 0 for all x ∈ H. Hence, by Exercise 3.1, we
have y − w = 0 and so y = w as required. ��
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Theorem 5.2 gave a representation of all the elements of the dual space H′

of a general Hilbert space H, and showed that, in a sense, H′ can be identified
with H. The following result states this identification in a slightly more precise
manner, and also shows that H′ is itself a Hilbert space.

Theorem 5.3

Let H be a Hilbert space, and define TH : H → H′ by THy = fy, y ∈ H. Then
TH is a bijection, and for all α, β ∈ F, y, z ∈ H:

(a) TH(αy + βz) = αTHy + βTHz;

(b) ‖THy‖ = ‖y‖.

In addition, an inner product (· , ·)H′ can be defined on H′ by

(THz, THy)H′ = (y, z)H, y, z ∈ H (5.1)

(here, we use subscripts to distinguish the space on which the inner products
are defined). With this inner product, H′ is a Hilbert space.

Proof

The bijectivity of TH and property (b) follows immediately from Theorem 5.2.
Next, for all x ∈ H we have

fαy+βz(x) = (x, αy + βz) = α(x, y) + β(x, z) == αfy(x) + βfz(x),

which proves (a). We now check that (5.1) defines an inner product, by checking
the axioms. First, we note that (fy, fy)H′ = (y, y)H ≥ 0 with equality if and
only if y = 0 (and hence if and only if fy = 0). Also,

(fz, fy)H′ = (y, z)H = (z, y)H = (fy, fz)H′ ,

(αfy + βfz, fw)H′ = (w, αy + βz)H = α(w, y)H + β(w, z)H

= α(fy, fw)H′ + β(fz, fw)H′ .

It must also be shown that the norm on H′ as a dual space is the same as the
norm obtained from the inner product defined in (5.1). This follows from

‖fy‖2 = ‖y‖2 = (y, y)H = (fy, fy)H′ ,

by Theorem 5.2. Finally, recall that H′ is complete, by Corollary 4.29. ��
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We note that, by property (a), the mapping TH in Theorem 5.3 is not linear
if F = C; such a mapping is sometimes called conjugate linear.

We now identify the duals of the Banach spaces �p, 1 ≤ p < ∞. We will
require the following result, which is proved in Exercise 5.2.

Lemma 5.4

For an arbitrary integer k ≥ 1, let Sk ⊂ �∞ consist of sequences of the form
x = (x1, . . . , xk, 0, 0, . . .), and let S =

⋃
k≥1 Sk. The set S is dense in �p,

1 ≤ p < ∞, but not in �∞.

In the following theorem the norm in �p will be denoted by ‖ · ‖p, but the
norm of f ∈ (�p)′ will simply be denoted by ‖f‖.

Theorem 5.5

Suppose that 1 ≤ p < ∞. If p > 1, let q = p/(p − 1), while if p = 1, let q = ∞.

(a) If a = {an} ∈ �q then, for any x = {xn} ∈ �p, the sequence {anxn} ∈ �1,
and

fa(x) =
∞∑

n=1

anxn, x ∈ �p,

defines a linear functional fa ∈ (�p)′, with ‖fa‖ = ‖a‖q.

(b) If f ∈ (�p)′ then there exists a unique a ∈ �q such that f = fa.

(c) By parts (a) and (b), the function Tp : �q → (�p)′ defined by Tp(a) = fa,
a ∈ �q, is a linear isometric isomorphism.

Proof

We deal with the cases p = 1 and p > 1 separately. First suppose that p > 1.

(a) The linearity of fa is clear, while the first result, and the inequality ‖fa‖ ≤
‖a‖q, follow immediately from Hölder’s inequality (Corollary 1.58). The
inequality ‖a‖q ≤ ‖fa‖ will be proved in part (b).

(b) Suppose that f ∈ (�p)′ is arbitrary, and define the sequence an = f(ẽn),
n ≥ 1 (ẽn is as in Definition 1.60). For an arbitrary integer k ≥ 1, define
γ ∈ Sk by choosing γn ∈ F such that anγn = |an|q (γn = 0 if an = 0), for
n = 1, . . . , k. Then, by the definition of q, |γn|p = |an|q, and so

f
( k∑

n=1

γnẽn

)
=

k∑
n=1

γnan =
k∑

n=1

|an|q ≤ ‖f‖‖γ‖p = ‖f‖
( k∑

n=1

|an|q
)1/p

,
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and hence, since 1 − 1
p = 1

q ,

( k∑
n=1

|an|q
)1/q

≤ ‖f‖.

Since k is arbitrary, this proves that the sequence a = {an} ∈ �q, with
‖a‖q ≤ ‖f‖, and hence, by the construction in part (a), the functional fa

exists for the sequence a. Furthermore, for any k ≥ 1 and x ∈ Sk,

f(x) = f
( k∑

n=1

xnẽn

)
=

k∑
n=1

xnan = fa(x),

so f = fa on S, and since S is dense in �p, f = fa on �p (by Corollary 1.29).
This proves that for an arbitrary f ∈ (�p)′ a suitable a ∈ �q exists. Also, it
is clear that a = b in �q iff fa = fb on S iff fa = fb on �p (by the density of S
in �p), which proves the uniqueness result and completes the proof of part
(b). In addition, if we start the above construction of a sequence a with
a functional of the form fb, for some b ∈ �q, then the construction simply
yields a = b, so the above results also yield the inequality ‖a‖q ≤ ‖fa‖
required in part (a).

Now suppose that p = 1. The argument is similar to the above. Part (a)
follows from Example 4.4, while part (b) follows from the inequality

|an| = |f(ẽn)| ≤ ‖f‖‖ẽn‖∞ = ‖f‖, n ≥ 1,

which shows that a = {an} ∈ �∞ and ‖a‖∞ ≤ ‖f‖. ��

Remark 5.6

Theorem 5.5 shows that if 1 ≤ p < ∞ and q is as in Theorem 5.5, then the
dual space (�p)′ can be identified with �q. Furthermore, if 1 < p < ∞ then

1
p

+
1
q

= 1, (5.2)

and by the symmetry between p and q in this relationship we see, by Theo-
rem 5.5, that the dual (�q)′ can be identified with �p. When p = 1, q = ∞, we
see that (5.2) also holds (with the natural interpretation that 1/∞ = 0). Thus,
it seems reasonable to also consider the case p = ∞, q = 1. In this case an
adaptation of the proof of Theorem 5.5 shows that the corresponding mapping
T∞ : �1 → (�∞)′ is well-defined and is again an isometry, but the proof that
this mapping is onto fails since, by Lemma 5.4, S is not dense in �∞. In fact,
it will be seen after Theorem 5.24 below that �1 is not isomorphic to (�∞)′.
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Remark 5.7

A similar result to Theorem 5.5 also holds for the spaces Lp(R), p ≥ 1. It is also
possible to identify the dual spaces of the other standard normed spaces that we
have discussed. Unfortunately, in most cases the proofs of these identifications
require more knowledge of measure theory than we are assuming in this book,
so we shall not go into more details.

EXERCISES

5.1 Let H be a complex Hilbert space and let M be a closed linear
subspace of H. If f ∈ M′, show that there is g ∈ H′ such that
g(x) = f(x) for all x ∈ M and ‖f‖ = ‖g‖.

5.2 Show the following:

(a) �p is separable for 1 ≤ p < ∞;

(b) �∞ is not separable;

(c) S is separable, and is dense in �p, 1 ≤ p < ∞, but not in �∞.

5.3 Let c0 be the linear subspace of �∞ consisting of all sequences which
converge to 0. Show the following:

(a) S is dense in c0, and c0 is separable;

(b) c0 is closed in �∞;

(c) A linear operator Tc0 : �1 → c′
0, can be constructed as in Theo-

rem 5.5, and Tc0 is an isometric isomorphism.

5.2 Sublinear Functionals, Seminorms and the
Hahn–Banach Theorem

Let X be a real or complex vector space. It often happens that we have a linear
functional fW : W → F defined in a natural manner on a subspace W ⊂ X (W
is often finite dimensional), but to make use of this functional we require it to
be defined on the whole of X. Thus we would like to know that we can extend
the domain of the functional to the whole of X. In this context we make the
following simple definition.
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Definition 5.8

Let X be a vector space, W a linear subspace of X, and fW a linear functional
on W . A linear functional fX on X is an extension of fW if fX(w) = fW (w)
for all w ∈ W .

In addition, it is usually useful to be able to construct an extension that
does not increase the “size” of the functional (this will be made precise below,
but in the specific case that X is normed and fW is bounded we would like the
extension fX to be bounded, with ‖fW ‖ = ‖fX‖). We have already seen two
simple examples of such an extension process:

(a) Theorem 4.19 (b) showed that if W = X and fW ∈ W ′, then fW can be
extended, by continuity, to X;

(b) Exercise 5.1 showed that if M is a closed linear subspace of a Hilbert space
H and fM ∈ M′, then fM can be extended to H.

In each of these cases the extended functional has the same norm as the original
functional. This is clearly better than simply producing an extension (which
may not even be continuous). To describe the “size” of a functional we introduce
the following concepts.

Definition 5.9

Let X be a real vector space. A sublinear functional on X is a function p : X →
R such that:

(a) p(x + y) ≤ p(x) + p(y), x, y ∈ X.

(b) p(αx) = αp(x), x ∈ X, α ≥ 0.

Example 5.10

(a) If f is a linear functional on X then it is sublinear.

(b) If f is a non-zero linear functional on X then the functional p(x) = |f(x)|
is not linear, but is sublinear.

(c) If X is a normed space then p(x) = ‖x‖ is sublinear.

(d) Let X = R
2 and define p(x1, x2) = |x1| + x2. Then p is sublinear.

It follows from the definition that if p is a sublinear functional on X then

p(0) = 0, −p(−x) ≤ p(x), x ∈ X,
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and

−p(y − x) ≤ p(x) − p(y) ≤ p(x − y), x, y ∈ X.

It need not be the case that p(x) ≥ 0 for all x ∈ X (for instance, see Exam-
ple 5.10 (a) and (d)), but if, in addition, p satisfies p(−x) = p(x) for all x ∈ X

then p(x) ≥ 0, x ∈ X, and the latter result above becomes

|p(x) − p(y)| ≤ p(x − y), x, y ∈ X.

For complex spaces we need a restriction on the sublinear functionals that
are going to be useful.

Definition 5.11

Let X be a real or complex vector space. A seminorm on X is a real-valued
function p : X → R such that:

(a) p(x + y) ≤ p(x) + p(y), x, y ∈ X.

(b) p(αx) = |α|p(x), x ∈ X, α ∈ F.

Comparing Definitions 5.9 and 5.11, we see that the distinction between
a seminorm and a sublinear functional lies in property (b). We also see that a
seminorm p is a norm if and only if p(x) = 0 implies x = 0. If X is real then
a seminorm p is a sublinear functional, but the converse need not be true.

Example 5.12

Examples (b) and (c) in Example 5.10 are seminorms, even on complex spaces.
Examples (a) and (d) in Example 5.10 are not seminorms (assuming f is non-
zero in case (a))

Note that if p is a seminorm on X then

p(0) = 0, p(−x) = p(x), p(x) ≥ 0, x ∈ X,

and

|p(x) − p(y)| ≤ p(x − y), x, y ∈ X

(these properties need not hold for a sublinear functional).
The extension process will differ slightly for the real and complex cases. We

first state a general result for the real case; the proof of this theorem will be
given in the following sections.
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Theorem 5.13 (The Hahn–Banach Theorem)

Let X be a real vector space, with a sublinear functional p defined on X.
Suppose that W is a linear subspace of X and fW is a linear functional on W

satisfying
fW (w) ≤ p(w), w ∈ W. (5.3)

Then fW has an extension fX on X such that

fX(x) ≤ p(x), x ∈ X. (5.4)

Remark 5.14

It follows immediately from (5.4) that

− p(−x) ≤ −fX(−x) = fX(x) ≤ p(x), x ∈ X. (5.5)

We now derive a form of the Hahn–Banach theorem for the complex case
from the real case dealt with in Theorem 5.13. To do this we first note that an
arbitrary complex vector space V can be regarded as a real space simply by re-
stricting scalar multiplication to real numbers; we will call this real vector space
VR (we emphasize that the elements of V and VR are the same; the difference
between the two spaces is simply that for VR we only allow multiplication by
real numbers). If, in addition, V is a normed space then clearly VR is a normed
space, with the same norm as on V .

Lemma 5.15

If g is a linear functional on V then there exists a unique, real-valued, linear
functional gR on VR such that

g(v) = gR(v) − igR(iv), v ∈ V. (5.6)

Conversely, if gR is a real-valued, linear functional on VR and g is defined by
(5.6), then g is a complex-valued, linear functional on V .

If, in addition, V is a normed space then g ∈ V ′ ⇐⇒ gR ∈ V ′
R and, in this

case, ‖g‖ = ‖gR‖.

Proof

For arbitrary v ∈ V we can write

g(v) = gR(v) + igI(v), v ∈ V,
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where gR(v), gI(v) are real-valued. It can readily be verified that gR, gI are
real-valued, linear functionals on VR. Also, for any v ∈ V ,

g(iv) = gR(iv) + igI(iv) = ig(v) = igR(v) − gI(v),

so that gR(iv) = −gI(v), and hence (5.6) holds. The converse result is easy to
verify. The final result is proved in Exercise 5.5. ��

Lemma 5.15 allows us to construct extensions of complex linear transfor-
mations from extensions of real linear transformations.

Lemma 5.16

Let X be a complex vector space and let p be a seminorm on X. Suppose that
W is a linear subspace of X and fW is a linear functional on W satisfying

|fW (w)| ≤ p(w), w ∈ W.

Suppose that fW,R, the real functional on WR obtained by applying Lemma 5.15
to fW , has an extension fX,R on XR, satisfying

|fX,R(x)| ≤ p(x), x ∈ XR.

Then fW has an extension fX on X such that

|fX(x)| ≤ p(x), x ∈ X. (5.7)

Proof

By Lemma 5.15 there is a corresponding complex functional fX on X, which
is clearly an extension of fW . To show that fX satisfies (5.7), suppose that
x ∈ X, with fX(x) �= 0, and choose α ∈ C such that |fX(x)| = αfX(x) (clearly,
|α| = 1). Then

|fX(x)| = fX(αx) = fX,R(αx) ≤ p(αx) = p(x),

since p is a seminorm. This completes the proof. ��

Combining Theorem 5.13 and Lemma 5.15 yields the following general ver-
sion of the Hahn–Banach theorem.

Theorem 5.17 (The Hahn–Banach Theorem)

Let X be a real or complex vector space and let p be a seminorm on X. Suppose
that W is a linear subspace of X and fW is a linear functional on W satisfying

|fW (w)| ≤ p(w), w ∈ W.
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Then fW has an extension fX on X such that

|fX(x)| ≤ p(x), x ∈ X.

Proof

If X is a real normed space this follows from Theorem 5.13 and the fact that p

is a seminorm. Hence we suppose that X is a complex normed space. Let fW,R

denote the real functional on WR obtained by applying Lemma 5.15 to fW .
Clearly, by (5.6),

fW,R(w) ≤ |fW,R(w)| ≤ |fW (w)| ≤ p(w) w ∈ W.

Thus, by Theorem 5.13, fW,R has an extension fX,R on XR, satisfying

|fX,R(x)| ≤ p(x), x ∈ XR.

The result now follows by Lemma 5.16. ��

EXERCISES

5.4 Prove the assertions in Example 5.10.

5.5 Prove the final part of Lemma 5.15.

5.3 The Hahn–Banach Theorem in Normed
Spaces

In this section we state a form of the Hahn–Banach theorem in normed spaces.
Although the result (Theorem 5.19) is a special case of Theorem 5.17 we con-
sider it in its own right in this section since it is the case that we will use most
in applications, many of which we describe later in this section. The proof of
both theorems relies on a step by step “one dimensional extension” process,
which we describe first.

Lemma 5.18

Let X be a real linear space, W a proper linear subspace of X, and let p

be a sublinear functional on X and fW a linear functional on W , such that
fW (w) ≤ p(w) for all w ∈ W . Suppose that z1 �∈ W , and let

W1 = Sp {z1} ⊕ W = {αz1 + w : α ∈ R, w ∈ W}.
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Then there exists ξ1 ∈ R and fW1 : W1 → R satisfying

fW1(αz1 + w) = αξ1 + fW (w) ≤ p(αz1 + w), α ∈ R, w ∈ W. (5.8)

Clearly, fW1 is linear on W1, and fW1(w) = fW (w), w ∈ W , so fW1 is an
extension of fW .

Proof

For any u, v ∈ W , we have

fW (u) + fW (v) = fW (u + v) ≤ p(u + v) ≤ p(u − z1) + p(v + z1),

and so
fW (u) − p(u − z1) ≤ −fW (v) + p(v + z1).

Hence,
ξ1 = inf

v∈W
{−fW (v) + p(v + z1)} > −∞,

and

−ξ1 + fW (u) ≤ p(u − z1), ξ1 + fW (v) ≤ p(v + z1), u, v ∈ W.

Multiplying the first inequality by β > 0 and writing α = −β, w = βu, yields
(5.8) when α < 0. Similarly, the second inequality above yields (5.8) when
α > 0, while (5.8) when α = 0 follows immediately from the definition of p. ��

The next result is the main result of this section. In principle, it follows
immediately from Theorem 5.17, by using the specific seminorm p described
in the proof below and, as shown above, Theorem 5.17 is a consequence of
Theorem 5.13, which will be proved in Section 5.4. Despite this, we will give
a proof of Theorem 5.19 here for the special case where X is separable. We
do this because this proof is relatively simple, and illustrates how the general
proof works, without the difficulties encountered in the general proof.

Theorem 5.19 (The Hahn–Banach Theorem for Normed Spaces)

Let X be a real or complex normed space and W a linear subspace of X. For
any fW ∈ W ′ there exists an extension fX ∈ X ′ of fW such that ‖fX‖ = ‖fW ‖.

Proof

Let p(x) = ‖fW ‖‖x‖ for x ∈ X. Then p is a seminorm on X. We can assume
that W �= X and W is closed (there is nothing to prove if W = X, and if W

is not closed then, by Theorem 4.19 (b), fW has an extension by continuity,
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fW , to W , with ‖fW ‖ = ‖fW ‖). We first discuss the real case, and then derive
the proof in the complex case from this. From now on, we suppose that X is
separable.

(a) Suppose that X is real. We note that (5.8), together with the form of p,
implies that the extension f1 constructed in Lemma 5.18 satisfies f1 ∈ W ′

1
and ‖fW1‖ = ‖fW ‖. A slight extension of the solution of Exercise 7.15 now
shows that there exists a sequence of unit vectors {zn} in X \W such that,
if we define

Wn = Sp {z1, . . . , zn} ⊕ W, n ≥ 1, W∞ = Sp {z1, z2, . . .} ⊕ W,

then zn+1 �∈ Wn, n ≥ 1, and X = W∞ (or X = Wn, for some finite n, in
which case the extension fX ∈ X ′ can be constructed simply by applying
Lemma 5.18 n times).

Let W0 = W , f0 = fW , and suppose that, for some n ≥ 0, we have an
extension fn ∈ W ′

n of fW satisfying ‖fn‖ = ‖fW ‖. Applying Lemma 5.18
to fn yields an extension fn+1 ∈ W ′

n+1 with ‖fn+1‖ = ‖fn‖ = ‖fW ‖.
We conclude that, for every n ≥ 0, there is an extension fn ∈ W ′

n, with
‖fn‖ = ‖fW ‖. We now show that there is an extension of these functionals
to W∞, and then to X.

For any x ∈ W∞ there exists an integer n(x) such that x ∈ Wn(x), so that
for all m ≥ n(x), x ∈ Wm and fm(x) = fn(x)(x). Thus we may define
f∞(x) = fn(x)(x). It is clear from the properties of the functionals fn,
n ≥ 0, that f∞ is an extension of fW and satisfies ‖f∞‖ = ‖fW ‖. Finally,
since X = W∞, f∞ has an extension by continuity, fX ∈ X ′, satisfying
‖fX‖ = ‖f∞‖ = ‖fW ‖, which completes the proof of the theorem when X

is real.

(b) Now suppose that X is complex. Applying the first part of the proof and
Lemma 5.16 to fW ∈ W ′ yields a complex linear functional fX ∈ X ′ such
that

|fX(x)| ≤ p(x) = ‖fW ‖‖x‖, x ∈ X.

Therefore ‖fX‖ = ‖fW ‖. ��

Remark 5.20

If X is not separable then, in general, in the above proof we cannot expect a
sequence of vectors z1, z2, . . . , to yield X = W∞. Hence, a standard inductive
construction of the above type cannot, in general, deal with a non-separable
space X, so a more sophisticated form of “transfinite induction” is required.
The tool that we use is a powerful set theoretic result called Zorn’s lemma. We
leave the details to Section 5.4.
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In the rest of this section we present some immediate consequences of Theo-
rem 5.19. To avoid repetition, throughout the following results X and W satisfy
the hypotheses of Theorem 5.19

Theorem 5.21

Suppose that x ∈ X satisfies

δ = inf
w∈W

‖x − w‖ > 0.

Then there exists f ∈ X ′ such that ‖f‖ = 1, f(x) = δ, and f(w) = 0 for all
w ∈ W .

Proof

Without loss of generality we may suppose that W is closed (if W is not closed,
we simply replace it by its closure, which does not change the value of δ). Let
Y = Sp {x} ⊕ W , and define a linear functional fY on Y by

fY (αx + w) = αδ, α ∈ F, w ∈ W.

Clearly,
|fY (αx + w)| = |α|δ ≤ |α|‖x + α−1w‖ = ‖αx + w‖,

which implies that fY ∈ Y ′, and ‖fY ‖ ≤ 1.
We now prove that ‖fY ‖ ≥ 1. Choose an arbitrary ε ∈ (0, 1). By Riesz’

lemma (Theorem 2.25), there exists yε = αεx + wε ∈ Y such that ‖yε‖ = 1 and
‖yε − w‖ > 1 − ε for all w ∈ W . Hence, by the definition of δ, we can choose
w ∈ W such that

1 − ε < ‖αεx + wε − w‖ = |αε|‖x + α−1
ε (wε − w)‖ < |αε|δ(1 + ε),

from which we obtain

|fY (αεx + wε − w)| = |αε|δ >
1 − ε

1 + ε
.

Since ε was arbitrary, this implies that ‖fY ‖ ≥ 1.
We now have ‖fY ‖ = 1 so, by Theorem 5.19, fY has an extension f ∈ X ′,

with ‖f‖ = 1. By the construction, it is clear that f also has all the other
required properties, which completes the proof. ��

Theorem 5.21 immediately yields the following results, see Exercise 5.6.

Corollary 5.22

For any x ∈ X:
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(a) there exists f ∈ X ′ such that ‖f‖ = 1 and f(x) = ‖x‖.

(b) ‖x‖ = sup{|f(x)| : f ∈ X ′, ‖f‖ = 1}.

(c) If y ∈ X with x �= y, then there exists f ∈ X ′ such that f(x) �= f(y).

Corollary 5.23

If x1, . . . , xn ∈ X are linearly independent then there exists f1, . . . , fn ∈ X ′

such that fj(xk) = δjk, for 1 ≤ j, k ≤ n.

Next, we have the following result on the “sizes” of X and X ′.

Theorem 5.24

If X ′ is separable then so is X.

Proof

Let B = {f ∈ X ′ : ‖f‖ = 1}. It follows immediately from the separability of X ′

that we can choose a countable set of functionals F = {f1, f2, . . .} ⊂ B which
is dense in B. For each n ≥ 1, choose wn such that ‖wn‖ = 1 and fn(wn) ≥ 1

2 ,
and let W = Sp {w1, w2, . . .}. Now suppose that W is a proper subspace of
X. Then, by Theorem 5.21, there exists f ∈ B such that f(w) = 0, w ∈ W .
However, this yields

1
2

≤ |fn(wn)| = |fn(wn) − f(wn)| ≤ ‖fn − f‖‖wn‖ = ‖fn − f‖, n ≥ 1,

which contradicts the density of F in B, and so proves that W = X. It follows
from this that the set of finite linear combinations of the points {w1, w2, . . .},
formed with rational (or complex rational) scalar coefficients, is a countable
dense set in X, and so X is separable, by an argument similar to that used in
the proof of part (b) of Theorem 3.52. ��

We note that �p is separable for all 1 ≤ p < ∞, but �∞ is not separable (see
Exercise 5.2). This illustrates Theorem 5.24, and also shows that the converse is
false since, by Theorem 5.5, (�1)′ is isometrically isomorphic to �∞. In addition,
it follows from Theorem 5.24 that (�∞)′ is not separable, so �1 cannot be
isomorphic to (�∞)′ (cf. Remark 5.6).
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EXERCISES

5.6 Prove Corollaries 5.22 and 5.23.

5.7 Let X be a normed space and W a linear subspace of X. Show that
exactly one of the following alternatives holds: (i) W is dense in X;
(ii) W ⊂ Ker f , for some non-zero f ∈ X ′.

5.8 Show that there exists a non-zero functional f ∈ (�∞)′ such that
f(ẽn) = 0 for all n ≥ 1. Deduce that f cannot be represented by a
functional of the form fa as in Theorem 5.5, for any sequence a.

5.4 The General Hahn–Banach theorem

In this section we will prove Theorem 5.13, and then present an application
of this result which illustrates how the use of a general sublinear functional
p can allow us to obtain results that the simple norm preservation result in
Theorem 5.19 cannot yield.

As mentioned in Remark 5.20, the proof of Theorem 5.13 requires the use
of a form of “transfinite induction” based on Zorn’s lemma, so we first describe
this result, then give the proof of the theorem.

Definition 5.25

Suppose that M is a non-empty set and ≺ is an ordering on M . Then ≺ is a
partial order on M if

(a) x ≺ x for all x ∈ M;

(b) if x ≺ y and y ≺ x then x = y;

(c) if x ≺ y and y ≺ z then x ≺ z.

and M is a partially ordered set. If, in addition, ≺ is defined for all pairs of
elements (that is, for any x, y ∈ M, either x ≺ y or y ≺ x holds), then ≺ is a
total order and M is a totally ordered set.

If N ⊂ M and ≺ is a partial (total) order on M then ≺ can be restricted
to N , and N is then a partially (totally) ordered set.

If M is a partially ordered set, then y ∈ M is a maximal element of M if
y ≺ x ⇒ y = x. If N ⊂ M, then y ∈ M is an upper bound for N if x ≺ y for
all x ∈ N .
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Example 5.26

(a) The usual order ≤ on R is a total order.

(b) A partial order on R
2 is given by (x1, x2) ≺ (y1, y2) ⇐⇒ x1 ≤ y1, x2 ≤ y2.

(c) Let S be an arbitrary set, and let M be the set of all subsets of S. The
relation of set inclusion, that is A ≺ B ⇐⇒ A ⊂ B, for A, B ∈ M, is a
partial order on M.

Lemma 5.27 (Zorn’s Lemma)

Let M be a non-empty, partially ordered set, such that every totally ordered
subset of M has an upper bound. Then there exists a maximal element in M.

Zorn’s lemma is, essentially, a set-theoretic result, and is known to be equiv-
alent to the axiom of choice. We will only use it in the following proof, but it
has many other applications in functional analysis.

Proof (of Theorem 5.13.)

Let E denote the set of linear functionals f on X satisfying the conditions:

(a) f is defined on a linear subspace Df , such that W ⊂ Df ⊂ X;

(b) f(w) = fW (w), w ∈ W ;

(c) f(x) ≤ p(x), x ∈ Df .

In other words, E is the set of all extensions f of fW , to general subspaces
Df ⊂ X, which satisfy the hypotheses of the theorem on their domain. We
will apply Zorn’s lemma to the set E , and show that the resulting maximal
element of E is the desired functional. Thus, we first verify that E satisfies the
hypotheses of Zorn’s lemma.

Since fW ∈ E , the set E �= ø. Next, define a relation ≺ on E as follows: for
any f, g ∈ E ,

f ≺ g ⇐⇒ Df ⊂ Dg and f(x) = g(x) for all x ∈ Df ;

in other words, f ≺ g iff g is an extension of f . It can readily be verified that
the relation ≺ is a partial order on E (it is not a total order since there are
functionals f, g ∈ E , neither of which is an extension of the other, even though
they are both extensions of fW ). Now suppose that G ⊂ E is totally ordered (by
the definitions, G is totally ordered iff, for any f, g ∈ G, one of these functionals
is an extension of the other). We will construct an upper bound for G in E .
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Define the set
ZG =

⋃
f∈G

Df .

Using the total ordering of G, it can be verified that ZG is a linear subspace of
X. We now define a linear functional fG on ZG as follows. Choose z ∈ ZG . Then
there exists ξ ∈ E such that z ∈ Dξ; define fG(z) = ξ(z) (this definition does not
depend on ξ since, if η is another functional in G for which z ∈ Dη, then by the
total ordering of G we have ξ(z) = η(z)). Again, we can use the total ordering
of G to verify that fG is linear. Also, since ξ ∈ E , we have fG(z) = ξ(z) ≤ p(z),
and if z ∈ W then fG(z) = fW (z). Hence fG ∈ E and f ≺ fG for all f ∈ G.
Thus fG is an upper bound for G.

Having shown that all the hypotheses of Zorn’s lemma are satisfied, we
conclude that E has a maximal element fmax. Now suppose that the domain
Dfmax �= X. Then Lemma 5.18 shows that fmax has an extension, which also
lies in E . However, this contradicts the maximality of fmax in E , so we must
have Dfmax = X, and hence fX = fmax is the desired extension. This completes
the proof of Theorem 5.13. ��

As an example of the use of Theorem 5.13 we now prove a so called “sep-
aration” theorem for convex sets (recall that convex sets were defined in Def-
inition 3.31). A geometric interpretation of the result will be described below.
The theorem will be proved by defining a suitable sublinear functional p and
then using Theorem 5.13. The functional p will be chosen in such a way that
the desired separation property follows, in effect, from the estimate (5.4). This
will illustrate how Theorem 5.13, with a suitable functional p, can yield addi-
tional structure of the extension, compared with the simple norm-preserving
extensions given by Theorem 5.19. We begin by describing a certain class of
sublinear functionals.

Definition 5.28

Let C be an open set in a real normed space X, with 0 ∈ C. The Minkowski
functional pC of C is defined by

pC(x) = inf{α > 0 : α−1x ∈ C}, x ∈ X

(since C is open and 0 ∈ C, the set on the right hand side is non-empty, so
pC(x) is well-defined).

Lemma 5.29

Let C and X be as in Definition 5.28 and, in addition, suppose that C is convex.
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Then pC is a sublinear functional on X, with

C = {x : pC(x) < 1}, (5.9)

and there exists a constant c > 0 such that

0 ≤ pC(x) ≤ c‖x‖, x ∈ X. (5.10)

Proof

For x, y ∈ X, choose arbitrary α > pC(x), β > pC(y), and let s = α + β. By
the definition of pC , α−1x ∈ C, β−1y ∈ C, and since C is convex,

1
s
(x + y) =

α

s
α−1x +

β

s
β−1y ∈ C.

Hence, pC(x + y) ≤ s, and so, since α, β were arbitrary, pC(x + y) ≤ pC(x) +
pC(y), which proves that pC satisfies (a) in Definition 5.9. It is easy to see from
the definition of pC that (b) in Definition 5.9 also holds, so that pC is sublinear.

Now, C contains an open ball B0(δ), for some δ > 0, and hence, by the
definition of pC ,

‖z‖ < δ ⇒ z ∈ C ⇒ |pC(z)| ≤ 1,

and (5.10) follows immediately from this by putting z = 1
2δx/‖x‖.

Finally, suppose that x ∈ C. Since C is open, α−1x ∈ C, for some α < 1,
so pC(x) ≤ α < 1. On the other hand, if pC(x) < 1 then α−1x ∈ C, for some
α < 1, and so, since 0 ∈ C and C is convex, x = α(α−1x) + (1 − α)0 ∈ C. This
proves (5.9). ��

Theorem 5.30 (Separation Theorem)

Suppose that X is a real or complex normed space and A, B ⊂ X are non-
empty, disjoint, convex sets.

(a) If A is open then there exists f ∈ X ′ and γ ∈ R such that

�e f(a) < γ ≤ �e f(b), a ∈ A, b ∈ B. (5.11)

(b) If A is compact and B is closed then there exists f ∈ X ′ and δ > 0 such
that

�e f(a) ≤ γ − δ < γ + δ ≤ �e f(b), a ∈ A, b ∈ B. (5.12)
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Proof

By Exercise 5.10, it suffices to consider the real case (of course, if X is real we
omit �e in (5.11) and (5.12)).

(a) Choose a0 ∈ A, b0 ∈ B, and let w0 = b0 − a0, and C = w0 + A − B.
Then C is a convex, open set containing 0, so the Minkowski functional pC is
well-defined and sublinear. Also, since A and B are disjoint, w0 �∈ C, so by
(5.9), pC(w0) ≥ 1.

Let W = Sp {w0}, and define a linear functional fW on W by fW (αw0) = α,
α ∈ R. If α ≥ 0 then

fW (αw0) ≤ αpC(w0) = pC(αw0),

while if α < 0 then
fW (αw0) < 0 ≤ pC(αw0).

Thus fW satisfies (5.3), and so, by Theorem 5.13, fW has an extension f on X

which satisfies (5.4). Combining this with (5.5) and (5.10) shows that f ∈ X ′.
Now, for any a ∈ A, b ∈ B, we have w0 + a − b ∈ C, so that

1 + f(a) − f(b) = f(w0 + a − b) ≤ p(w0 + a − b) < 1,

by Lemma 5.29. Hence, defining γ = inf{f(b) : b ∈ B}, this yields

f(a) ≤ γ ≤ f(b), a ∈ A, b ∈ B. (5.13)

To obtain (5.11) from this, suppose that there is a ∈ A such that f(a) = γ.
Since A is open there exists sufficiently small δ > 0 such that a+ δw0 ∈ A, and
hence,

f(a + δw0) = f(a) + δfW (w0) = γ + δ > γ,

which contradicts (5.13), and so completes the proof of (5.11).

(b) It follows from the hypotheses of part(b) of the theorem that

ε =
1
4

inf{‖a − b‖ : a ∈ A, b ∈ B} > 0.

Now let Aε = A+Bε(0), Bε = B +Bε(0). It can readily be verified that Aε, Bε

are open and convex (see Exercise 5.9), and Aε ∩ Bε = ø. Hence, (5.11) holds
with A, B replaced by Aε, Bε. Now let δ = 1

2ε/‖w0‖. Then, for any a ∈ A, we
have a + δw0 ∈ Aε, and so

f(a) = f(a + δw0) − δfW (w0) ≤ γ − δ,

and similarly, γ + δ ≤ f(b), b ∈ B. This completes the proof of (5.12). ��
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To give a more geometric interpretation of Theorem 5.30, in the real case,
we introduce some additional terminology.

Definition 5.31

Let X be a vector space. A hyperplane in X (through x0 ∈ X) is a set of
the form H = x0 + Ker h ⊂ X, where h is a non-zero linear functional on X.
Equivalently, H = h−1(γ), where γ = h(x0).

A hyperplane in R
n is an n−1 dimensional plane, that is, a plane in R

n with
maximal dimension (while not being equal to R

n). This is the geometric mo-
tivation for the idea of a hyperplane in a general, possibly infinite dimensional
space X. The following theorem states the idea of maximality of a hyperplane
more precisely. We note that a hyperplane through 0 ∈ X is a linear subspace
of the form H = Ker h.

Theorem 5.32

Let X be a vector space and let W be a linear subspace of X. Then W is a
hyperplane through 0 if and only if W �= X and X = W ⊕ Sp {y} for any
y ∈ X \ W .

Proof

Suppose that W = Ker h is a hyperplane through 0. Since h is not the zero
functional, there exists z ∈ X such that h(z) �= 0, that is z ∈ X \ W , and so
W �= X. Now, suppose that y ∈ X \ W is arbitrary. By definition, h(y) �= 0.
Now, for arbitrary x ∈ X, let β = h(x)/h(y), and write x as

x = x − βy + βy.

Clearly, h(x−βy) = 0, so that x−βy ∈ W , which shows that X = W ⊕Sp {y}
(clearly, W ∩ Sp {y} = {0}).

Now suppose that X = W ⊕Sp {y}, for some y ∈ X. We define a functional
h on X as follows. For any x ∈ X, we can write x (uniquely) in the form
x = w + αy, with w ∈ W , α ∈ F, and hence we can define h(x) = α. It is clear
that h is a non-zero, linear functional on X, with W = Ker h. Thus W is a
hyperplane through 0. ��

Now suppose that X is normed and H is a hyperplane. Then, by Exer-
cise 5.7, either H is dense or h ∈ X ′ (and, in the latter case, H is closed).
A dense set does not really fit with the geometric idea of a hyperplane that
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we mentioned above, so for us, closed hyperplanes (with h ∈ X ′) will be the
interesting ones.

Theorem 5.30 now has the following geometric interpretation: if X is real
and A, B are convex sets satisfying the hypotheses of the theorem, then there
exists a closed hyperplane H separating A and B (that is, A and B lie on
opposite sides of H, in the sense that h(x) ≤ γ for x ∈ A and h(x) ≥ γ for
x ∈ B). This result is illustrated in the case X = R

2 in Fig. 5.1. Here, in
case (a) the regions are convex, and the separating hyperplane is a line; case
(b) shows that the theorem need not hold if either of the regions is non-convex.

(a) (b)

Fig. 5.1. Separation Theorem in R
2: (a) convex regions; (b) non-convex regions

Another interesting geometric result on convex sets is contained in the fol-
lowing lemma, which follows from part (a) of Theorem 5.30.

Lemma 5.33

Suppose that X is a real normed space, A ⊂ X is a non-empty, open, convex set
and b lies on the boundary of A. Then there exists h ∈ X ′ such that h(a) < h(b),
for all a ∈ A.

Geometrically, Lemma 5.33 says that there exists a closed hyperplane
through b such that A lies ‘strictly on one side of H’. If the boundary of A

is smooth, H could be regarded as a ‘tangent’ plane, but the lemma makes no
assumption of smoothness. At a ‘corner’ there could be many hyperplanes H,
as can be seen by drawing a suitable picture in R

2.

EXERCISES

5.9 Show that if A is an open, convex set in a normed space X, then the
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set Aε = A + Bε(0) is open and convex.

5.10 Use Lemma 5.15 to show that the complex case of Theorem 5.30
follows from the real case.

5.11 Suppose that X is a real, normed space, A ⊂ X is a non-empty,
convex set, x0 ∈ X, and U is a linear subspace of X such that
A ∩ (x0 + U) = ø. Show that there exists a closed hyperplane H in
X containing x0 + U such that A ∩ H = ø.
[Hint: let B = {x0} and adapt the proof of Theorem 5.30.]

5.12 Let X be a normed space and W �= X a closed subspace of X. Show
that W is the intersection of all the closed hyperplanes containing
W .

5.13 Suppose that X is a normed space, B ⊂ X is a non-empty, closed,
convex set, such that αb ∈ B for all α ∈ F with |α| ≤ 1, and
x0 ∈ X \ B. Show that there exists f ∈ X ′ such that |f(b)| ≤ 1 for
all b ∈ B, and f(x0) is real, with f(x0) > 1.

5.5 The Second Dual, Reflexive Spaces
and Dual Operators

Throughout this section X will be a normed linear space. The dual space X ′ is
also a normed linear space (in fact, by Corollary 4.29, X ′ is a Banach space),
so X ′ also has a dual space (X ′)′, which we will simply write as X ′′.

Definition 5.34

For any normed linear space X, the space X ′′ is called the second dual of X.

For each x ∈ X, we can define an element of X ′′ as in the following lemma.

Lemma 5.35

For any x ∈ X, define Fx : X ′ → F by

Fx(f) = f(x), f ∈ X ′.

Then Fx ∈ X ′′ and ‖Fx‖ = ‖x‖.



5. Duality and the Hahn–Banach Theorem 145

Proof

Let α, β ∈ F and let f, g ∈ X ′. From the definition of Fx,

Fx(αf + βg) = αf(x) + βg(x) = αFx(f) + βFx(g),

so Fx is linear. Moreover,

‖Fx(f)‖ = ‖f(x)‖ ≤ ‖f‖‖x‖,

and so Fx ∈ X ′′, with ‖Fx‖ ≤ ‖x‖. Finally, by Corollary 5.22 (b),

‖x‖ = sup
‖f‖=1

|f(x)| = sup
‖f‖=1

|Fx(f)| = ‖Fx‖,

which completes the proof. ��

We now use Lemma 5.35 to make the following definition.

Definition 5.36

For any normed linear space X, define JX : X → X ′′ by JXx = Fx, x ∈ X.

Combining these definitions yields

(JXx)(f) = f(x), x ∈ X, f ∈ X ′.

Lemma 5.37

The mapping JX : X → X ′′ is a linear isometry. Hence:

(a) X is isometrically isomorphic to a subset of X ′′;

(b) X is isometrically isomorphic to a dense subset of a Banach space.

Proof

The fact that J is a linear isometry follows from Lemma 5.35, and this imme-
diately yields part (a). Part (b) follows from part (a) and the fact that X ′′ is
a Banach space, so the closure of JX(X) is a Banach space. ��

If X is a normed linear space which is not a Banach space then JX(X) �= X ′′

since, in this case, JX(X) is not a Banach space while X ′′ is. Even if X is
a Banach space it is possible that JX(X) �= X ′′ so we make the following
definition.
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Definition 5.38

If JX(X) = X ′′ then X is reflexive.

Combining the above definitions, we see that X is reflexive if and only if,
for any ψ ∈ X ′′, there exists xψ ∈ X such that ψ = JXxψ, that is, such that

ψ(f) = (JXxψ)(f) = f(xψ), f ∈ X ′.

We emphasize that for X to be reflexive the particular map JX has to be
an isometric isomorphism of X onto X ′′; it is not sufficient that X simply be
isometrically isomorphic to X ′′. In fact, examples are known of non-reflexive
Banach spaces X which are isometrically isomorphic to X ′′.

By the preceding remarks, the only normed linear spaces that can be reflex-
ive are Banach spaces. However, not all Banach spaces are reflexive. We now
look at some of the normed spaces whose dual spaces we found in Section 5.1
to see if they are reflexive.

Example 5.39

If X is a finite dimensional, normed linear space then X is reflexive.

Solution
By Theorem 5.1, dim X = dimX ′ = dimX ′′ = n, say. Thus, JX(X) is an n

dimensional subspace of the n dimensional vector space X ′′, so JX(X) = X ′′

and hence X is reflexive. ��

Example 5.40

If H is a Hilbert space then H is reflexive.

Solution
By Theorem 5.3, H′ is Hilbert space, so the mapping TH′ : H′ → H′′ is well-
defined, and is a bijection. In particular, arbitrary f ∈ H′ and ψ ∈ H′′ have the
form f = THx and ψ = TH′(THy), for unique x, y ∈ H. Now, by the definitions
and Theorem 5.3,

JH(y)(f) = f(y) = (y, x)H = (THx, THy)H′ = (f, THy)H′ = TH′(THy)(f)

= ψ(f),

so that ψ = JH(y). Thus, JH is onto, and hence H is reflexive. ��
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The following example shows that there exist reflexive infinite dimensional
Banach spaces which are not Hilbert spaces; the proof is left to Exercise 5.15.
We note that the spaces �p, p ≥ 1, are not Hilbert spaces, except when p = 2.

Theorem 5.41

If 1 < p < ∞ then �p is reflexive.

Remark 5.42

The spaces Lp(R), 1 < p < ∞, are also reflexive. The proof of this is similar
to the proof of Theorem 5.41, using the analogue of Theorem 5.5 mentioned
in Remark 5.7. Since we did not prove this analogue, we will not discuss this
further.

We will show below that the spaces �1, �∞, are not reflexive, but before
doing this we prove some further results on reflexivity.

Theorem 5.43

A Banach space X is reflexive if and only if X ′ is reflexive

Proof

Suppose that X is reflexive. Let ρ ∈ X ′′′. Then ρ ◦ JX ∈ X ′, since it is the
composition of bounded linear operators. Let f = ρ◦JX , and let ψ ∈ X ′′. Since
X is reflexive, there exists x ∈ X such that ψ = JX(x), and so

(JX′(f))(ψ) = ψ(f) = f(x) = ρ ◦ JX(x) = ρ(ψ).

Hence, ρ = JX′(f), so X ′ is reflexive.
Conversely, suppose that X ′ is reflexive but that there exists ω ∈ X ′′\J(X).

Since JX(X) is closed, by Theorem 5.21 there exists κ ∈ X ′′′ such that κ(ω) �= 0
while κ(JXx) = 0 for all x ∈ X. Since X ′ is reflexive there exists g ∈ X ′ such
that κ = JX′(g). Thus

g(x) = (JXx)(g) = κ(JXx) = 0, x ∈ X,

and so g = 0. Since ω(g) = κ(ω) �= 0, this is a contradiction, hence X is
reflexive. ��

Theorem 5.44

If X is reflexive and Y is a closed subspace of X, then Y is reflexive.
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Proof

For f ∈ X ′, let f |Y ∈ Y ′ denote the restriction of f to Y . By Theorem 5.19,
any element of Y ′ has the form f |Y for some f ∈ X ′. Thus, by the definition of
reflexivity, we must show that for arbitrary gY ∈ Y ′′ there exists yg ∈ Y such
that

gY (f |Y ) = f(yg), f ∈ X ′. (5.14)

To construct yg, we begin by defining gX : X ′ → F by

gX(f) = gY (f |Y ), f ∈ X ′.

Clearly,
|gX(f)| ≤ ‖gY ‖‖f |Y ‖ ≤ ‖gY ‖‖f‖, f ∈ X ′,

so that gX ∈ X ′′. Since X is reflexive, there exists yg ∈ X such that

gX(f) = f(yg), f ∈ X ′,

so, by the above equalities, it suffices to show that yg ∈ Y .
Suppose that yg �∈ Y . Then by Theorem 5.21 there exists fg ∈ X ′ such that

fg(yg) = 1 and fg(y) = 0 for all y ∈ Y , that is, fg|Y = 0. But then, by the
above equalities,

1 = fg(yg) = gX(fg) = gY (fg|Y ) = 0,

so this contradiction shows that yg ∈ Y , which completes the proof. ��

The examples so far might suggest that all Banach spaces are reflexive. This
is not true, but showing that a Banach space is not reflexive is usually hard.
We will show that �∞ and �1 are not reflexive. There are several (indirect) ways
of doing this. One such way uses ‘annihilators’ of sets. These are analogues of
the orthogonal complement of subsets of Hilbert spaces, which we considered
in Chapter 3. However, unlike orthogonal complements, annihilators of sets
are defined on a space dual to the original space. Therefore, there are two
different types of annihilators, depending on whether the original subset is in
a normed space or the dual of a normed space. These alternatives are given in
the following definition.

Definition 5.45

Let X be a normed space, W a non-empty subset of X and Z a non-empty
subset of X ′. The annihilators of W and Z are

W ◦ = {f ∈ X ′ : f(x) = 0 for all x ∈ W}
◦Z = {x ∈ X : f(x) = 0 for all f ∈ Z}.
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Some properties of annihilators are similar to those of orthogonal comple-
ments. We leave the proof of the following result to Exercise 5.16.

Lemma 5.46

Let X be a normed space, let W1, W2 be non-empty subsets of X and let Z1,
Z2 be non-empty subsets of X ′, such that W1 ⊆ W2 and Z1 ⊆ Z2.

(a) W ◦
2 ⊆ W ◦

1 and ◦Z2 ⊆ ◦Z1.

(b) W1 ⊆ ◦(W ◦
1 ) and Z1 ⊆ (◦Z1)◦.

(c) W ◦
1 and ◦Z1 are closed linear subspaces.

In view of Corollary 3.36 and Lemma 5.46 (b), it is natural to ask whether
W = ◦(W ◦) or Z = (◦Z)◦. Given that annihilators are closed linear subspaces,
only such subspaces could possibly satisfy either of these equalities. The fol-
lowing result shows that the answer to this question is related to reflexivity.

Theorem 5.47

Let X be a normed linear space, let W be a closed linear subspace of X, and
let Z be a closed linear subspace of X ′.

(a) W = ◦(W ◦).

(b) If, in addition, X is reflexive then Z = (◦Z)◦.

Proof

(a) We have W ⊆ ◦(W ◦) by Lemma 5.46. Suppose that p ∈ ◦(W ◦) \ W. By
the Hahn–Banach theorem there exists f ∈ X ′ such that f(w) = 0 for all
w ∈ W but f(p) �= 0. Thus f ∈ W ◦ and therefore p /∈ ◦(W ◦) which is a
contradiction. Hence W = ◦(W ◦).

(b) We have Z ⊆ (◦Z)◦ by Lemma 5.46. Suppose that g ∈ (◦Z)◦ \ Z. By
Theorem 5.21 there exists ψ ∈ X ′′ such that ψ(f) = 0 for all f ∈ Z but
ψ(g) �= 0. Since X is reflexive, there exists q ∈ X such that ψ = JX(q).
Thus f(q) = 0 for all f ∈ Z but g(q) �= 0. Hence q ∈ ◦Z and therefore
g /∈ (◦Z)◦. Again this is a contradiction and so Z = (◦Z)◦. ��

A natural question which arises from Theorem 5.47 (b) is: what happens
when X is not reflexive? The following example shows that in this case Z can
be a proper subset of (◦Z)◦.
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Example 5.48

Let V = {{an} ∈ �1 :
∑∞

n=1(−1)nan = 0}, and let Z = Tc0(V ) ⊂ c′
0, where

Tc0 : �1 → c′
0 is the isomorphism in Exercise 5.3. Then V and Z are proper,

closed linear subspaces of �1 and c′
0 respectively. In addition, (◦Z)◦ = c′

0.

Solution

Let z = {(−1)n} ∈ �∞, and define fz ∈ (�1)′ as in Theorem 5.5. Clearly,
V = Ker fz, so V is a closed linear subspace, and since fz is not the zero
functional, V �= �1. Since Tc0 is an isomorphism, Z is then a proper, closed
linear subspace of c′

0.

Now suppose that p = {pn} ∈ ◦Z ⊂ c0. For each n ∈ N, let vn = ẽn + ẽn+1.
Clearly, vn ∈ V , so by definition Tc0vn ∈ Z, and hence

0 = (Tc0vn)(p) = fvn
(p) = pn + pn+1, n ∈ N.

Since limn→∞ pn = 0, it follows that pn = 0 for all n ∈ N, and so ◦Z = {0}.
Hence, (◦Z)◦ = c′

0. ��

Corollary 5.49

The spaces c0 and �∞ are not reflexive.

Proof

By Theorem 5.47 (b) and Example 5.48, c0 is not reflexive. Moreover, since c0

is a closed subspace of �∞, Theorem 5.44 shows that �∞ is not reflexive. ��

This is a rather indirect proof that c0 is not reflexive. An alternative proof
is given in Exercise 5.22, using the fact that c0 is separable (see Exercise 5.3),
while c′′

0 is isomorphic to �∞, which is not separable (see Exercise 5.2). However,
the above proof can be used in situations where the separability argument does
not work.

It is possible to determine which linear subspaces Z of X ′ satisfy Z = (◦Z)◦

but this requires knowledge of a topology on X ′ different from the usual one.
Since we do not assume knowledge of topology (other than metric spaces) we
shall not go into more details. Instead, we conclude this section by looking at
the dual (and double dual) of linear operators.
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Theorem 5.50

Let X and Y be normed linear spaces and T ∈ B(X, Y ). There exists a unique
operator T ′ ∈ B(Y ′, X ′) such that

T ′(f)(x) = f(Tx), x ∈ X, f ∈ Y ′.

Proof

For arbitrary f ∈ Y ′, define T ′(f) = f ◦ T . Since T , f are bounded lin-
ear operators T ′(f) ∈ X ′, so that T ′ is a function from Y ′ to X ′ such that
T ′(f)(x) = f(T (x)) for all x ∈ X and f ∈ Y ′. Furthermore, if S ∈ B(Y ′, X ′)
is such that S(f)(x) = f(T (x)) for all x ∈ X, f ∈ Y ′ then S(f) = T ′(f) for all
f ∈ Y ′ so S = T ′. Therefore T ′ is unique.

It remains to show that T ′ ∈ B(Y ′, X ′). Let f, g ∈ Y ′ and λ, µ ∈ C. Then

(λf + µg) ◦ T = λ(f ◦ T ) + µ(g ◦ T ),

so that T ′(λf + µg) = λT ′(f) + µT ′(g), that is, T ′ is linear. Moreover, by
Lemma 4.30,

‖T ′(f)‖ = ‖f ◦ T‖ ≤ ‖f‖‖T‖,

so T ′ is bounded and ‖T ′‖ ≤ ‖T‖. ��

Definition 5.51

Let X and Y be normed spaces and T ∈ B(X, Y ). The operator T ′ ∈ B(Y ′, X ′)
constructed in Theorem 5.50 is called the dual of T.

It will seen in Chapter 6 that if H and K are Hilbert spaces and T ∈
B(H,K), then there is an analogue of T ′ in B(K,H), called the adjoint of T .
Although adjoints are more useful than dual maps, these maps still have some
important properties, as shown in the following results.

Lemma 5.52

Let X and Y be normed spaces and let T ∈ B(X, Y ).

(a) ‖T ′‖ = ‖T‖.

(b) Ker T ′ = (Im T )◦.

(c) Ker T = ◦(Im T ′).

Proof
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(a) By the proof of Theorem 5.50 we have ‖T ′‖ ≤ ‖T‖. Let x ∈ X. By Corol-
lary 5.22 there exists f ∈ Y ′ such that f(Tx) = ‖Tx‖ and ‖f‖ = 1. Thus

‖Tx‖ = f(Tx) = T ′(f)(x) ≤ ‖T ′(f)‖‖x‖ ≤ ‖T ′‖‖f‖‖x‖ = ‖T ′‖‖x‖,

and so ‖T‖ ≤ ‖T ′‖. Hence ‖T‖ = ‖T ′‖.

(b) Let f ∈ Ker T ′ and let z ∈ Im T. Since z ∈ Im T , there exists x ∈ X such
that z = T (x). Therefore

f(T (x)) = T ′(f)(x) = 0,

since f ∈ Ker T ′. Thus f ∈ (Im T )◦ and so Ker T ′ ⊆ (Im T )◦.

Next, suppose that f ∈ (Im T )◦. Then for every x ∈ X

T ′(f)(x) = f(T (x)) = 0,

since T (x) ∈ Im T. Hence T ′(f) = 0 and so f ∈ Ker T ′. Therefore
(Im T )◦ ⊆ Ker T ′ and so Ker T ′ = (Im T )◦.

(c) This proof is similar, so is left to Exercise 5.17. ��

Theorem 5.53

Let X and Y be normed linear spaces and let T ∈ B(X, Y ).

(a) If T is an isomorphism then T ′ is an isomorphism, and (T ′)−1 = (T−1)′.

(b) If T is an isometric isomorphism then T ′ is an isometric isomorphism.

Proof

(a) We write S = T−1. Since S ∈ B(Y, X), the dual S′ ∈ B(X ′, Y ′) is well-
defined. Hence, by definition, for any f ∈ X ′ and x ∈ X,

T ′(S′(f)
)
(x) = S′(f)

(
Tx

)
= f

(
S(Tx)

)
= f(x).

Therefore T ′(S′f
)

= f and so T ′ ◦S′ = IX′ . Similarly, S′ ◦T ′ = IY ′ , which
completes the proof.

(b) See Exercise 5.18. ��

We can restate Theorem 5.53 (b) as the following corollary.

Corollary 5.54

If normed linear spaces X, Y are isomorphic then X ′, Y ′ are isomorphic.
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If X and Y are normed linear spaces and T ∈ B(X, Y ), we have defined the
dual map T ′ ∈ B(Y ′, X ′). It is possible to apply this process again to obtain the
double dual map T ′′ ∈ B(X ′′, Y ′′). The operator T ′′ is related to the isometries
JX , JY , as follows.

Theorem 5.55

Let X and Y be normed linear spaces and T ∈ B(X, Y ). Then

JY ◦ T = T ′′ ◦ JX .

Proof

Let x ∈ X and g ∈ Y ′. Using the above definitions we have

JY (Tx)(g) = g(Tx) = (T ′g)(x) = JX(x)(T ′g) = T ′′(JXx)(g).

Hence JY (Tx) = T ′′(JXx). ��

Combining Theorem 5.53 (b) with Theorem 5.55 yields the following corol-
lary.

Corollary 5.56

If normed linear spaces X and Y are isomorphic then X is reflexive if and only
if Y is reflexive.

Corollary 5.57

�1 is not reflexive.

Proof

By Corollary 5.49, c0 is not reflexive. Therefore c′
0 is not reflexive, by Theo-

rem 5.43. Since �1 is isomorphic to c′
0, it follows that �1 is not reflexive, by

Corollary 5.56. ��

If we think (incorrectly) of X as a subset of X ′′, then Theorem 5.55 shows
that T ′′ can be thought of as an extension of T . Of course, this is mainly of
interest when X is not reflexive. In the case when Y is the normed space of
scalars, Theorem 5.55 gives a form of the Hahn–Banach theorem, but only for
the linear subspace JX(X) of X ′′. So, in this sense, Theorem 5.55 is weaker
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than the Hahn–Banach theorem. On the other hand, Theorem 5.55 is stronger
than the Hahn–Banach theorem in the sense that it applies to linear operators
which map to any normed space and not just the space of scalars.

EXERCISES

5.14 Let X be a normed linear space and let {xa : a ∈ A} be a subset of
X. Use the uniform boundedness principle to show that if

sup{|f(xa)| : a ∈ A} < ∞,

for each f ∈ X ′, then

sup{‖xa‖ : a ∈ A} < ∞.

5.15 For any 1 < p < ∞, let q and Tp : �q → (�p)′ be as in Theorem 5.5.
Show that T ′

p ◦ J�p = Tq, and hence deduce that �p is reflexive.

[It is worth observing here that Tq : �p → (�q)′, T ′
p : (�p)′′ → (�q)′,

(T ′
p)

−1 : (�q)′ → (�p)′′ (by tracing through the various definitions).]

5.16 Prove Lemma 5.46.

5.17 Complete the proof of Lemma 5.52.

5.18 Prove Theorem 5.53 (b).

5.19 Let X be a normed linear space and let Y be a closed linear subspace
of X. Let X/Y be the quotient vector space. Show that

‖x + Y ‖ = inf{‖x + y‖ : y ∈ Y }
defines a norm on X/Y.

5.20 Let X be a normed linear space and let Y be a linear subspace of X.

For each f ∈ Y ′ let E(f) be all the extensions of f in X ′. Show that
E(f) is a coset of Y ◦ in X ′ and if T : Y ′ → X ′/(Y ◦) is defined by

T (f) = E(f)

show that T is an isometrical isomorphism of Y ′ onto X ′/(Y ◦).

5.21 Let X be a normed linear space and let Y be a closed linear subspace
of X. Let Q : X → X/Y be defined by Q(x) = x + Y. Show that Q′

is an isometrical isomorphism of (X/Y )′ onto Y ◦.

5.22 Give an alternative proof that c0 is not reflexive using a separability
argument.
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5.6 Projections and Complementary Subspaces

Given a closed linear subspace Y of a Hilbert space H, we defined the orthog-
onal complement Y ⊥ of Y in Definition 3.26, and showed in Theorem 3.34
that any x ∈ H can be uniquely decomposed into the sum x = y + z, with
y ∈ Y and z ∈ Y ⊥. This form of decomposition motivates the general idea
of complementary subspaces in vector spaces, which is familiar in linear alge-
bra. In this section we discuss this idea in some more detail and, in particu-
lar, the idea of “topological” complements in normed spaces. We also discuss
the relationship between complementary subspaces and “projection” operators.
Throughout this section X will be a vector space, with any additional proper-
ties specifically stated.

Definition 5.58

Linear subspaces U, V ⊂ X are complementary (in X) if X = U ⊕ V or,
equivalently, if any x ∈ X has a unique decomposition of the form

x = ux + vx, ux ∈ U, vx ∈ V. (5.15)

If, in addition, X is normed, and the mappings x → ux, x → vx (from X to
X), are continuous, then U, V are topologically complementary.

It can be shown, using Zorn’s lemma, that any subspace U ⊂ X has a
complementary subspace V . However, in general, these subspaces will not be
topologically complementary. Most functional analytic applications of comple-
mentary subspaces require topologically complementary subspaces, and the
existence of topological complements is a more delicate issue which will be
discussed further below. Before doing so we need to describe the relationship
between so called “projection” operators on X and complementary subspaces.

Definition 5.59

A projection on X is a linear operator P : X → X for which P 2 = P.

Lemma 5.60

Suppose that P is a projection on X. Then x ∈ Im P ⇐⇒ Px = x. Also, the
operator I − P is a projection, and

Im P = Ker (I − P ), Ker P = Im (I − P ).
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Proof

If x ∈ Im P then x = Py, for some y ∈ X, so by the definition of a projection,

Px = P 2y = Py = x.

The reverse implication is obvious. Next, by the definition of a projection,

(I − P )2 = I − 2P + P 2 = I − P,

so that I − P is a projection. Now suppose that y ∈ Im (I − P ), that is,
y = (I − P )x for some x ∈ X. Again by the definition, Py = Px − P 2x = 0, so
that Im (I−P ) ⊂ Ker (P ). Now suppose that y ∈ Ker (P ). Then y = (I−P )y ∈
Im (I − P ), so that Im (I − P ) = Ker (P ). The proof of the other inequality is
similar, or follows immediately from the symmetry between P and I − P .

There is a natural algebraic relationship between projections and comple-
mentary subspaces.

Lemma 5.61

(a) Suppose that U, V are complementary subspaces in X, and define the op-
erators PU : X → U , PV : X → V , by

PUx = ux, PV x = vx, x ∈ X,

where ux, vx are as in (5.15). Then PU , PV are projections on X, and
PU + PV = I.

(b) Suppose that P is a projection on X. Then the subspaces Im P , Im (I −P )
are complementary.

Proof

(a) By definition, for any α, β ∈ F, x, y ∈ X,

PU (αx+βy) = PU ((αux+βuy)+(αvx+βvy)) = αux+βuy = αPUx+βPUy,

which proves that PU is linear. Also,

P 2x = Pux = ux = Px,

which proves that PU is a projection. Next, it is clear from (5.15) and
the definitions of PU , PV that x = PUx + PV x for all x ∈ X, so that
I = PU + PV , and it follows immediately that PV is a projection.
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(b) Consider an arbitrary x ∈ X, and let ux = Px ∈ Im P , vx = (I − P )x ∈
Im (I − P ). Clearly, we have the decomposition x = ux + vx. Now suppose
that x = u′

x +v′
x, with u′

x ∈ Im P, v′
x ∈ Im (I −P ). Then ux −u′

x = v′
x −vx,

and applying P to this equation yields ux − u′
x = 0 (by Lemma 5.60).

Similarly, v′
x − vx = 0, so the above decomposition is unique, and hence

the result follows from (5.15).

Definition 5.62

For any complementary subspaces U, V in X, the projection PU constructed in
Lemma 5.61 is called the projection onto U along V , with similar terminology
for PV .

Lemma 5.61 described the algebraic relationship between complementary
subspaces and projections. The following lemma describes the relationship be-
tween topologically complementary subspaces and bounded projections.

Lemma 5.63

Suppose that X is a normed space and U, V ⊂ X are complementary subspaces.

(a) U, V are topologically complementary if and only if the projections PU , PV

constructed in Lemma 5.61 are bounded.

(b) If U, V are topologically complementary then U, V are closed.

Proof

By Lemma 5.61, PU , PV are linear, so part (a) follows immediately from the
above definitions. Next, by Lemma 5.60, U = Im PU = Ker (I − PU ), so by
Lemma 4.11, if PU is continuous then U is closed. Similarly if PV is continuous
then V is closed, which proves part (b). ��

The following lemma provides a partial converse to Lemma 5.63 (b), when
X is a Banach space.

Lemma 5.64

Suppose that X is a Banach space, and U, V are closed, complementary sub-
spaces in X. Then U, V are topologically complementary.
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Proof

We will prove that PU is continuous (it then follows immediately that PV is
continuous, which, by Lemma 5.63 (a), proves the result). By the closed graph
theorem (Corollary 4.44), it suffices to show that the graph G(PU ) is closed. To
do this, consider an arbitrary sequence {(xn, PUxn)} in G(PU ), which converges
to (x, y) in X × X. We must show that (x, y) ∈ G(PU ), that is, we must show
that y = PUx.

We first observe that, by the definition of PU , if x ∈ U then PUx = x, while
if x ∈ V then PUx = 0. Now, since the sequence {PUxn} is in U , and U is
closed, y ∈ U . Similarly, x − y = limn→∞(xn − PUxn) ∈ V (since the sequence
{(I − PU )xn} is in V ). Hence, by Lemma 5.60,

0 = PU (x − y) = PUx − PUy = PUx − y,

which completes the proof. ��

As mentioned above, given an arbitrary closed subspace U of X, the fol-
lowing question is often of interest. Does there exist a closed subspace V such
that U, V are topologically complementary? By Lemma 5.63, this is equivalent
to the following question. Does there exist a bounded projection P on X with
U = Im P? In general, the answer is no, even when X is a Banach space, see
Examples 5.19 in [14]. However, it will be seen in Theorem 6.51 that the an-
swer is yes in arbitrary Hilbert spaces. Here, we will show that the answer is
yes when U is finite dimensional.

Lemma 5.65

Suppose that X is a normed space and U is a finite dimensional subspace of
X. Then there exists a bounded projection P on X with Im P = U .

Proof

Let x1, . . . , xn ∈ X be a basis for U , and choose f1, . . . , fn ∈ X ′ as in Corol-
lary 5.23. Now, defining

Px =
n∑

i=1

fi(x)xi, x ∈ X,

it can be verified that P is a continuous projection on X with Im P = U . ��
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EXERCISES

5.23 Let P, Q be projections on X. Show that:

(a) if PQ = QP then PQ is a projection, with ImPQ = Im P∩Im Q;

(b) if PQ = QP = 0 then P + Q is a projection, with Im (P + Q) =
Im P ⊕ Im Q;

(c) QP = P ⇐⇒ Im P ⊂ Im Q.

5.7 Weak and Weak-∗ Convergence

The importance of compactness in analysis is well-known, and the fact that
closed bounded sets are compact in finite dimensional spaces lies at the heart
of much of the analysis on these spaces. Unfortunately, as we have seen, this is
not true in infinite dimensional spaces. However, in this section we will show
that a partial analogue of this result can be obtained in infinite dimensions if
we adopt a weaker definition of the convergence of a sequence than the usual
definition we have used until now (viz. xn → x iff ‖xn − x‖ → 0). Throughout
this section X will be an arbitrary Banach space, except where otherwise stated.

We begin with a preliminary lemma, and then prove a lemma which will
motivate the new convergence definition.

Lemma 5.66

Suppose that S = {sα : α ∈ A} is a set of points in X, such that SpS = X. If
{fn} is a bounded sequence in X ′ and {fn(sα)} converges for all α ∈ A, then
there exists f ∈ X ′ such that limn→∞ fn(x) = f(x) for all x ∈ X.

Proof

Let x ∈ X be arbitrary. Since {fn} is bounded there exists C > 0 such that
‖fn‖ ≤ C for all n. Now, for arbitrary ε > 0 there exists s ∈ SpS such that
‖x − s‖ < ε/(3C), and hence, for any m, n ∈ N,

|fn(x) − fm(x)| ≤ |fn(x) − fn(s)| + |fn(s) − fm(s)| + |fm(s) − fm(x)|
< 2

3ε + |fn(s) − fm(s)|.

Since s is a finite linear combination of elements of S, the hypothesis in the
lemma implies that if m, n are sufficiently large then |fn(s) − fm(s)| < ε/3. It
follows that {fn(x)} is a Cauchy sequence, and hence converges, for any x ∈ X.
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Now, defining

f(x) = lim
n→∞ fn(x), x ∈ X,

it follows from Corollary 4.53 that f ∈ X ′, which proves the lemma. ��

The following result provides a motivation for the new idea of convergence
to be introduced below.

Lemma 5.67

Suppose that X is separable, and let {sk} be a dense sequence in X, with
sk �= 0 for all k ≥ 1. Then the function dw : X ′ × X ′ → R defined by

dw(f, g) =
∞∑

k=1

1
2k

|f(sk) − g(sk)|
‖sk‖ , f, g ∈ X ′,

is well-defined and is a metric on X ′.
If {fn} is a sequence in X ′, and f ∈ X ′, the following are equivalent:

(a) there exists C > 0 such that ‖fn‖ ≤ C, n = 1, 2, . . . , and dw(fn, f) → 0;

(b) fn(x) → f(x) for all x ∈ X.

Proof

The verification that dw is a metric is given in Exercise 5.24, we prove the
second result here.

Suppose that condition (a) holds. Then it is clear that fn(sk) → f(sk), for
each k ≥ 1, and hence the argument in the proof of Lemma 5.66 shows that
fn(x) → f(x) for all x ∈ X. Now suppose that condition (b) holds. Then the
boundedness assertion in condition (a) follows immediately from Exercise 5.14.
Now suppose that f = 0 for simplicity, so that fn(x) → 0 for all x ∈ X. Let
ε > 0. Clearly, there exists K ≥ 1 such that

∑∞
k=K 2−k|f(sk)|/‖sk‖ < ε/2. Since

fn(x) → 0 for all x ∈ X, there exists N ≥ 1 such that, for each k = 1, . . . , K,
we have |fn(sk)| < ε/K, n ≥ N . Hence, if n ≥ N then dw(fn, 0) < ε, which
proves that dw(fn, 0) → 0. ��

The metric dw in Lemma 5.67 has some undesirable properties. For instance,
it depends on the choice of the dense sequence {sn} (we will ignore this depen-
dence), and it would clearly be difficult to calculate. It also requires that X

be separable for its very definition. On the other hand, the characterisation of
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convergence in part (b) of the lemma is much simpler to use, and requires no
separability assumptions. Hence, this motivates the following definitions.

Definition 5.68

For any Banach space X, let {xn}, {fn}, be sequences in X and X ′ respectively.

(a) {xn} is weakly convergent to x ∈ X if lim
n→∞ f(xn) = f(x) for all f ∈ X ′.

(b) {fn} is weak-∗ convergent to f ∈ X ′ if lim
n→∞ fn(x) = f(x) for all x ∈ X.

We use the notation xn ⇀ x and fn
∗
⇀ f for weak and weak-∗ convergence

respectively.

Lemma 5.67 can now be restated as showing that if X is separable then, for
norm-bounded sequences {fn} in X ′, convergence with respect to the metric
dw is equivalent to weak-∗ convergence; Exercise 5.27 shows that the norm-
boundedness assumption cannot be omitted from condition (a) in Lemma 5.67.
Hence, even in this setting, there is not a complete equivalence between con-
vergence with respect to dw and weak-∗ convergence. More generally, without
separability assumptions on X or X ′, weak and weak-∗ convergence cannot
be defined in terms of a metric. They can, however, be characterised as con-
vergence with respect to certain, so called, weak or weak-∗ topologies on X

or X ′ respectively. Since we do not assume any knowledge of topology in this
book we shall not give further details of this. In practice, many applications
of weak and weak-∗ convergence simply use the compactness-type results be-
low (Theorems 5.71 and 5.73), and the underlying topologies (or metrics) are
irrelevant.

In view of these remarks, in the following we regard Definition 5.68 as
the basic weak convergence definition, and we ignore weak topologies and the
metric dw (except in Corollary 5.72). In particular, the term ‘bounded’ will
mean bounded with respect to the norm. Also, except where explicitly stated,
X or X ′ need not be separable.

We also remark at this point that the idea of weak convergence makes
sense in X ′, by using functionals in X ′′. However, weak-∗ convergence in X ′ is
usually easier to deal with than weak convergence, since its definition depends
on the original space X rather than X ′′. If X is reflexive then weak and weak-∗
convergence in X ′ coincide but, in general, weak convergence in X ′ implies
weak-∗ convergence but not conversely.

We have seen that an arbitrary Hilbert space H is reflexive, and also
that H can be identified with its dual H′, by the Riesz–Fréchet theorem
(Theorem 5.2), so weak and weak-∗ convergence coincide. In fact, the following



162 Linear Functional Analysis

example characterises weak convergence in a Hilbert space, and also gives an
example of a weakly convergent sequence which does not converge with respect
to the norm.

Example 5.69

Let H be a Hilbert space.

(a) A sequence xn ⇀ x if and only if (xn, y) → (x, y) for all y ∈ H.

(b) If H is infinite-dimensional and {en} is an orthonormal sequence in H then
en ⇀ 0.

Solution
See Exercise 5.25.

We now give some basic properties of weak and weak-∗ convergence. One
of the drawbacks of using a definition of convergence which is not based on an
underlying metric is that we need to prove results which would hold automat-
ically in a metric space. For example, we need to prove that weak and weak-∗
limits are unique.

Lemma 5.70

(a) Weak and weak-∗ limits are unique.

(b) Weak and weak-∗ convergent sequences are bounded.

(c) xn → x ⇒ xn ⇀ x; fn → f ⇒ fn
∗
⇀ f .

When X is finite-dimensional, each of these implications are equivalences.

(d) Suppose that M ⊂ X is closed and convex. If {xn} is a sequence in M with
xn ⇀ x, then x ∈ M .

Proof

We only prove the results for weak convergence.

(a) Suppose that xn ⇀ x and xn ⇀ y. By Corollary 5.22, there exists f ∈ X ′

such that f(x − y) = ‖x − y‖. But by the definition of weak convergence,

‖x − y‖ = f(x) − f(y) = lim
n→∞ f(xn) − lim

n→∞ f(xn) = 0,

which proves uniqueness.

(b) This follows from Exercise 5.14.
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(c) Suppose that xn → x, and f ∈ X ′ is arbitrary. Then

|f(xn) − f(x)| ≤ ‖f‖‖x − xn‖ → 0.

Now suppose that X is finite-dimensional and xn ⇀ x, but xn �→ x. By
part (b), the sequence {xn} is bounded so, by compactness, after taking
a subsequence we may suppose that xn → y �= x. But this contradicts
part (a).

(d) Suppose that x �∈ M . Then part (b) of the separation theorem (Theo-
rem 5.30), with A = {x} and B = M , contradicts xn ⇀ x. ��

Combining Example 5.69 with Lemma 5.70 (c) shows that in infinite di-
mensions weak convergence is weaker than the usual idea of convergence (with
respect to the norm on X), in the sense that convergence implies weak conver-
gence, but the converse need not hold. In addition, the orthonormal sequence
{en} in Example 5.69 lies in the unit sphere in H (which is closed but not con-
vex), but the weak limit does not. That is, the weak limit of a weakly convergent
sequence in a closed set M need not belong to M , and Lemma 5.70 (d) need
not hold, if M is not convex. We also observe that the relationship between
convexity and weak limits arises, in essence, from the convexity requirements
in the separation theorem.

The following theorems provide one of the main reasons for introducing the
concepts of weak and weak-∗ convergence.

Theorem 5.71

If X is separable and {fn} is a bounded sequence in X ′, then {fn} has a weak-∗
convergent subsequence.

Proof

Let {sk} be a dense sequence in X. Since the sequence {fn(s1)} in F is bounded,
it has a convergent subsequence, which we will write as {fn1(m)(s1)} (with
m indexing the sequence). Similarly, the sequence {fn1(m)(s2)} has a conver-
gent subsequence {fn2(m)(s2)}, and so on. Finally, the diagonal subsequence
{fnm(m)} in X ′ is bounded and {fnm(m)(sk)} converges for every k ∈ N, so
{fnm(m)} is weak-∗ convergent, by Lemma 5.66. ��

Corollary 5.72

If X is separable and B = {f ∈ X ′ : ‖f‖ ≤ 1}, then any sequence in B has a
subsequence which is weak-∗ convergent to an element of B; equivalently, B is
compact with respect to the metric dw (which exists since X is separable).
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Proof

Suppose that {fn} is a sequence in B. By Theorem 5.71, there exists f ∈ X ′

such that fn
∗
⇀ f (after taking a subsequence, if necessary). Now,

|f(x)| = lim
n→∞ |fn(x)| ≤ ‖x‖, x ∈ X,

so that f ∈ B. Also, Lemma 5.67 shows that dw(fn, f) → 0. ��

Theorem 5.73

If X is reflexive and {xn} is a bounded sequence in X, then {xn} has a weakly
convergent subsequence.

Proof

Let Y = Sp {x1, x2, . . .}. Then Y is separable (see the proof of Theorem 3.52)
and reflexive (by Theorem 5.44). Thus Y ′′ is separable, and hence Y ′ is sep-
arable (by Theorem 5.24). Now, {JY xn} is a bounded sequence in Y ′′ so, by
Theorem 5.71, we may suppose that {JY xn} is weak-∗ convergent in Y ′′ (after
taking a subsequence if necessary) to a limit of the form JY y, for some y ∈ Y

(since Y is reflexive). Now, for any f ∈ X ′, the restriction of f to Y is an
element fY ∈ Y ′, and so by the definition of JY and weak-∗ convergence in Y ′′,

lim
n→∞ f(xn) = lim

n→∞ JY xn(fY ) = JY y(fY ) = f(y), f ∈ X ′,

which shows that xn ⇀ y. ��

Corollary 5.74

If X is reflexive and M ⊂ X is bounded, closed and convex, then any sequence
in M has a subsequence which is weakly convergent to an element of M .

Proof

Suppose that {xn} is a sequence in M . By Theorem 5.73, there exists a point
x ∈ X such that xn ⇀ x (after taking a subsequence, if necessary). Since M is
closed and convex, Lemma 5.70 (d) shows that x ∈ M . ��

Theorems 5.71 and 5.73 have an immense number of applications in both
linear and nonlinear functional analysis. A simple example of the use of these
results is given in Exercise 5.31. This proves a result which would be proved in
finite dimensions using compactness of closed, bounded sets.
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EXERCISES

5.24 Verify that dw in Lemma 5.67 is a metric.

5.25 Prove the assertions in Example 5.69.

5.26 Let H be a separable Hilbert space, with orthonormal basis {ek}.
Show that a sequence {xn} in H is weakly convergent if it is bounded
and limn→∞(xn, ek) exists for each k ∈ N.

Show that there exist unbounded sequences satisfying the second
hypothesis, so we cannot omit the condition that {xn} be bounded.

5.27 Let H be a separable Hilbert space, so that a metric dw can be
defined on H, as in Lemma 5.67 (using the standard identification
of H with H′). Show that there exists a sequence {xn} in H such
that ‖xn‖ → ∞ and dw(xn, 0) → 0 (thus, the boundedness condition
cannot be omitted from condition (a) in Lemma 5.67).

5.28 Let X, Y be Banach spaces and T ∈ B(X, Y ). Show that if xn ⇀ x

in X, then Txn ⇀ Tx in Y .

5.29 Let X be a Banach space. Show that if xn ⇀ x in X, then ‖x‖ ≤
lim infn→∞ ‖xn‖.

5.30 Let H be a Hilbert space. Show that if xn ⇀ x in H and ‖xn‖ → ‖x‖,
then xn → x.

5.31 Suppose that X is reflexive, M is a closed, convex subset of X, and
y ∈ X \ M . Show that there is a point yM ∈ M such that

‖y − yM‖ = inf{‖y − x‖ : x ∈ M}.

Show that this result is not true if the assumption that M is convex
is omitted.



 
 
 
 
 
 
 
 



6
Linear Operators on Hilbert Spaces

6.1 The Adjoint of an Operator

At the end of Chapter 4 we stated that there is an additional structure on
the space of all operators on a Hilbert space which enables us to obtain a
simpler characterization of invertibility. This is the “adjoint” of an operator
and we start this chapter by showing what this is and giving some examples
to show how easy it is to find adjoints. We describe some of the properties of
adjoints and show how they are used to give the desired simpler characterization
of invertibility. We then use the adjoint to define three important types of
operators (normal, self-adjoint and unitary operators) and give properties of
these. The set of eigenvalues of a matrix has so many uses in finite-dimensional
applications that it is not surprising that its analogue for operators on infinite-
dimensional spaces is also important. So, for any operator T , we try to find
as much as possible about the set {λ ∈ C : T − λI is not invertible} which
is called the spectrum of T and which generalizes the set of eigenvalues of a
matrix. We conclude the chapter by investigating the properties of those self-
adjoint operators whose spectrum lies in [0,∞). Although some of the earlier
results in this chapter have analogues for real spaces, when we deal with the
spectrum it is necessary to use complex spaces, so for simplicity we shall only
consider complex spaces throughout this chapter.

We start by defining the adjoint and showing its existence and uniqueness.
As in Chapter 4 with normed spaces, if we have two or more inner product
spaces we should, in principle, use notation which distinguishes the inner prod-
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ucts. However, in practice we just use the symbol (· , ·) for the inner product
on all the spaces as it is usually easy to determine which space elements are in
and therefore, implicitly, to which inner product we are referring.

Theorem 6.1

Let H and K be complex Hilbert spaces and let T ∈ B(H,K). There exists a
unique operator T ∗ ∈ B(K,H) such that

(Tx, y) = (x, T ∗y)

for all x ∈ H and all y ∈ K.

Proof

Let y ∈ K and let f : H → C be defined by f(x) = (Tx, y). Then f is a linear
transformation and by the Cauchy–Schwarz inequality (Lemma 3.13(a)) and
the boundedness of T

|f(x)| = |(Tx, y)| ≤ ‖Tx‖‖y‖ ≤ ‖T‖‖x‖‖y‖.

Hence f is bounded and so by the Riesz–Fréchet theorem (Theorem 5.2) there
exists a unique z ∈ H such that f(x) = (x, z) for all x ∈ H. We define T ∗(y) =
z, so that T ∗ is a function from K to H such that

(T (x), y) = (x, T ∗(y)) (6.1)

for all x ∈ H and all y ∈ K. Thus T ∗ is a function which satisfies the equation
in the statement of the theorem, but we have yet to show that it is in B(K,H).
It is perhaps not even clear yet that T ∗ is a linear transformation so the first
step is to show this.

Let y1, y2 ∈ K, let λ, µ ∈ C and let x ∈ H. Then by (6.1),

(x, T ∗(λy1 + µy2)) = (T (x), λy1 + µy2)
= λ(T (x), y1) + µ(T (x), y2)
= λ(x, T ∗(y1)) + µ(x, T ∗(y2))
= (x, λT ∗(y1) + µT ∗(y2)).

Hence T ∗(λy1 + µy2) = λT ∗(y1) + µT ∗(y2), by Exercise 3.1, and so T ∗ is a
linear transformation.

Next we show that T ∗ is bounded. Using the Cauchy–Schwarz inequality

‖T ∗(y)‖2 = (T ∗(y), T ∗(y)) = (TT ∗(y), y) ≤ ‖TT ∗(y)‖‖y‖ ≤ ‖T‖‖T ∗(y)‖‖y‖.
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If ‖T ∗(y)‖ > 0 then we can divide through the above inequality by ‖T ∗(y)‖ to
get ‖T ∗(y)‖ ≤ ‖T‖‖y‖, while if ‖T ∗(y)‖ = 0 then trivially ‖T ∗(y)‖ ≤ ‖T‖‖y‖.

Hence for all y ∈ K,
‖T ∗(y)‖ ≤ ‖T‖‖y‖

and so T ∗ is bounded and ‖T ∗‖ ≤ ‖T‖.

Finally, we have to show that T ∗ is unique. Suppose that B1 and B2 are in
B(K,H) and that for all x ∈ H and all y ∈ K,

(Tx, y) = (x, B1y) = (x, B2y).

Therefore B1y = B2y for all y ∈ K, by Exercise 3.1, so B1 = B2 and hence T ∗

is unique. ��

Definition 6.2

If H and K are complex Hilbert spaces and T ∈ B(H,K) the operator T ∗

constructed in Theorem 6.1 is called the adjoint of T.

The uniqueness part of Theorem 6.1 is very useful when finding the adjoint
of an operator. In the notation of Theorem 6.1, if we find an operator S which
satisfies the equation (Tx, y) = (x, Sy) for all x and y then S = T ∗. In practice,
finding an adjoint often boils down to solving an equation.

The first example of an adjoint of an operator we will find is that of an op-
erator between finite-dimensional spaces. Specifically, we will find the matrix
representation of the adjoint of an operator in terms of the matrix represen-
tation of the operator itself (recall that matrix representations of operators
were discussed at the end of Section 1.1). In the solution, given a matrix
A = [ ai,j ] ∈ Mmn(F) the notation [ aj,i ] denotes the matrix obtained by
taking the complex conjugates of the entries of the transpose AT of A.

Example 6.3

Let u = {ê1, ê2} be the standard basis of C
2 and let T ∈ B(C2). If Mu

u (T ) =
[ ai,j ] then Mu

u (T ∗) = [ aj,i ] .

Solution
Let Mu

u (T ∗) = [ bi,j ] . Then using the equation which defines the adjoint, for

all
[

x1

x2

]
and

[
y1

y2

]
in C

2 we have

([
a1,1 a1,2

a2,1 a2,2

] [
x1

x2

]
,

[
y1

y2

])
=

([
x1

x2

]
,

[
b1,1 b1,2

b2,1 b2,2

] [
y1

y2

])
.
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Therefore,([
a1,1x1 + a1,2x2

a2,1x1 + a2,2x2

]
,

[
y1

y2

])
=

([
x1

x2

]
,

[
b1,1y1 + b1,2y2

b2,1y1 + b2,2y2

])
and so

a1,1x1y1 + a1,2x2y1 + a2,1x1y2 + a2,2x2y2

= x1b1,1y1 + x1b1,2y2 + x2b2,1y1 + x2b2,2y2.

Since this is true for all
[

x1

x2

]
and

[
y1

y2

]
in C

2 we deduce that

a1,1 = b1,1 , a1,2 = b2,1 , a2,1 = b1,2 and a2,2 = b2,2.

Hence [ bi,j ] = [ aj,i ] . ��

More generally, if u is the standard basis for C
n and v is the standard basis

for C
m and T ∈ B(Cn, Cm) with Mu

v (T ) = [ ai,j ] then it can be shown similarly
that Mv

u (T ∗) = [ aj,i ]. Because of this we shall use the following notation.

Definition 6.4

If A = [ ai,j ] ∈ Mmn(F) then the matrix [ aj,i ] is called the adjoint of A and is
denoted by A∗.

The next two examples illustrate ways of finding adjoints of operators be-
tween infinite-dimensional spaces.

Example 6.5

For any k ∈ C[0, 1] let Tk ∈ B(L2[0, 1]) be defined by

(Tkg)(t) = k(t)g(t). (6.2)

If f ∈ C[0, 1], then (Tf )∗ = Tf .

Solution
Let g, h ∈ L2[0, 1] and let k = (Tf )∗h. Then (Tfg, h) = (g, k) by definition of
the adjoint and so ∫ 1

0
f(t)g(t)h(t) dt =

∫ 1

0
g(t)k(t) dt.

Now this equation is true if k(t) = h(t)f(t), that is, if k(t) = f(t)h(t). Hence
by the uniqueness of the adjoint, we deduce that (Tf )∗h = k = fh and so
(Tf )∗ = Tf . ��
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Example 6.6

The adjoint of the unilateral shift S ∈ B(�2) (see (4.2)) is S∗ where

S∗(y1, y2, y3, . . .) = (y2, y3, y4, . . .).

Solution
Let x = {xn} and y = {yn} ∈ �2 and let z = {zn} = S∗(y). Then (Sx, y) =
(x, S∗y) by the definition of the adjoint and so

((0, x1, x2, x3, . . .), (y1, y2, y3, . . .)) = ((x1, x2, x3, . . .), (z1, z2, z3, . . .)).

Therefore

x1y2 + x2y3 + x3y4 + . . . = x1z1 + x2z2 + x3z3 + . . . .

Now if z1 = y2 , z2 = y3 , . . . , then this equation is true for all x1, x2, x3, . . . and
hence by the uniqueness of the adjoint

S∗(y1, y2, y3, . . .) = (z1, z2, z3, . . .) = (y2, y3, y4, . . .). ��

The adjoint of the unilateral shift found in Example 6.6 is another type
of operator which shifts the entries of each sequence while maintaining their
original order. If S is called a forward shift as the entries in the sequence “move”
forward then S∗ could be called a backward shift as the entries in the sequence
“move” backwards.

It is possible that the adjoint of an operator could be the operator itself.

Example 6.7

Let H be a complex Hilbert space. If I is the identity operator on H then
I∗ = I.

Solution
If x, y ∈ H then

(Ix, y) = (x, y) = (x, Iy).

Therefore by the uniqueness of adjoint, I∗ = I. ��

Having seen how easy it is to compute adjoints of operators in the above
examples we now consider the adjoints of linear combinations and products of
operators. Starting with the matrix case, if A and B are matrices and λ, µ ∈ C

then it follows easily from the standard rule for matrix transpositions, (AB)T =
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BT AT , that (AB)∗ = B∗A∗ and (λA + µB)∗ = λA∗ + µB∗. This matrix result
has the following analogue for operators. The proof is left as an exercise.

Lemma 6.8

Let H, K and L be complex Hilbert spaces, let R, S ∈ B(H,K) and let T ∈
B(K,L). Let λ, µ ∈ C. Then:

(a) (µR + λS)∗ = µR∗ + λS∗;

(b) (TR)∗ = R∗T ∗.

Remark 6.9

Many of the results which follow hold for both linear operators and for matrices
(as in Lemma 6.8), with only minor differences between the two cases. Thus,
from now on we will normally only write out each result for the linear operator
case, the corresponding result for matrices being an obvious modification of
that for operators.

Further properties of adjoints are given in Theorem 6.10.

Theorem 6.10

Let H and K be complex Hilbert spaces and let T ∈ B(H,K).

(a) (T ∗)∗ = T .

(b) ‖T ∗‖ = ‖T‖.

(c) The function f : B(H,K) → B(K,H) defined by f(R) = R∗ is continuous.

(d) ‖T ∗T‖ = ‖T‖2.

Proof

(a) We have to show that the adjoint of the adjoint is the original operator.

(y, (T ∗)∗x) = (T ∗y, x) by definition of (T ∗)∗

= (x, T ∗y) by definition of an inner product
= (Tx, y) by definition of T ∗

= (y, Tx) by definition of an inner product.

Hence (T ∗)∗x = Tx for all x ∈ H so (T ∗)∗ = T.
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(b) By Theorem 6.1 we have ‖T ∗‖ ≤ ‖T‖. Applying this result to (T ∗)∗ and
using part (a) we have

‖T‖ = ‖(T ∗)∗‖ ≤ ‖T ∗‖ ≤ ‖T‖,

and so ‖T ∗‖ = ‖T‖.

(c) We cannot apply Lemma 4.1 here as f is not a linear transformation, by
Lemma 6.8. Let ε > 0 and let δ = ε. Then, when ‖R − S‖ < δ,

‖f(R) − f(S)‖ = ‖R∗ − S∗‖ = ‖(R − S)∗‖ = ‖(R − S)‖ < ε

by part (b). Hence f is continuous.

(d) Since ‖T‖ = ‖T ∗‖, we have

‖T ∗T‖ ≤ ‖T ∗‖‖T‖ = ‖T‖2.

On the other hand

‖Tx‖2 = (Tx, Tx)
= (T ∗Tx, x) by the definition of T ∗

≤ ‖T ∗Tx‖‖x‖ by the Cauchy–Schwarz inequality
≤ ‖T ∗T‖‖x‖2.

Therefore ‖T‖2 ≤ ‖T ∗T‖, which proves the result. ��

Part (d) of Theorem 6.10 will be used later to find norms of operators.
However, the following lemma is the important result as far as getting a char-
acterization of invertibility is concerned.

Lemma 6.11

Let H and K be complex Hilbert spaces and let T ∈ B(H,K).

(a) Ker T = (Im T ∗)⊥;

(b) Ker T ∗ = (Im T )⊥;

(c) Ker T ∗ = {0} if and only if Im T is dense in K.

Proof

(a) First we show that Ker T ⊆ (Im T ∗)⊥. To this end, let x ∈ Ker T and let
z ∈ Im T ∗. As z ∈ Im T ∗ there exists y ∈ K such that T ∗y = z. Thus

(x, z) = (x, T ∗y) = (Tx, y) = 0.
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Hence x ∈ (Im T ∗)⊥ so Ker T ⊆ (Im T ∗)⊥.

Next we show that (Im T ∗)⊥ ⊆ Ker T. In this case let v ∈ (Im T ∗)⊥. As
T ∗Tv ∈ Im T ∗ we have

(Tv, Tv) = (v, T ∗Tv) = 0.

Thus Tv = 0 and so v ∈ Ker T.

Therefore Ker T = (Im T ∗)⊥.

(b) By part (a) and Theorem 6.10 we have

Ker T ∗ = (Im ((T ∗)∗))⊥ = (Im T )⊥.

(c) If Ker T ∗ = {0} then

((Im T )⊥)⊥ = (Ker T ∗)⊥ = {0}⊥ = K.

Hence Im T is dense in K by Corollary 3.36.

Conversely, if Im T is dense in K then (Im T⊥)⊥ = K by Corollary 3.36.
Therefore, by Corollary 3.35,

Ker T ∗ = Im T⊥ = ((Im T⊥)⊥)⊥ = K⊥ = {0}. ��

We now have an immediate consequence of Theorem 4.48 and Lemma 6.11.

Corollary 6.12

Let H be a complex Hilbert space and let T ∈ B(H). The following are equiv-
alent:

(a) T is invertible;

(b) Ker T ∗ = {0} and there exists α > 0 such that ‖T (x)‖ ≥ α‖x‖ for all
x ∈ H.

Despite having to do one more step it is usually easier to find the adjoint
of an operator T and then Ker T ∗ than to show that Im T is dense. Corol-
lary 6.12 can of course also be used to show that an operator is not invertible
as Example 6.13 illustrates.

Example 6.13

The unilateral shift S ∈ B(�2) defined in (4.2) is not invertible.
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Solution
We showed that S∗(y1, y2, y3, . . .) = (y2, y3, y4, . . .) in Example 6.6. Thus
(1, 0, 0, 0, . . .) ∈ Ker S∗ and hence S is not invertible by Corollary 6.12. ��

There is also a link between the invertibility of an operator and the invert-
ibility of its adjoint.

Lemma 6.14

If H is a complex Hilbert space and T ∈ B(H) is invertible then T ∗ is invertible
and (T ∗)−1 = (T−1)∗.

Proof

As TT−1 = T−1T = I, if we take the adjoint of this equation we obtain
(TT−1)∗ = (T−1T )∗ = I∗ and so (T−1)∗T ∗ = T ∗(T−1)∗ = I by Lemma 6.8
and Example 6.7. Hence T ∗ is invertible and (T ∗)−1 = (T−1)∗. ��

EXERCISES

6.1 Let c = {cn} ∈ �∞. Find the adjoint of the linear operator Tc : �2 →
�2 defined by

Tc({xn}) = {cnxn}.

6.2 Find the adjoint of the linear operator T : �2 → �2 defined by

T (x1, x2, x3, x4, . . .) = (0, 4x1, x2, 4x3, x4, . . .).

6.3 Let H be a Hilbert space and let y, z ∈ H. If T is the bounded linear
operator defined by T (x) = (x, y)z, show that T ∗(w) = (w, z)y.

6.4 Prove Lemma 6.8.

6.5 Let H be a complex Hilbert space and let T ∈ B(H).

(a) Show that Ker T = Ker (T ∗T ).

(b) Deduce that the closure of Im T ∗ is equal to the closure of
Im (T ∗T ).
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6.2 Normal, Self-adjoint and Unitary Operators

Although the adjoint enables us to obtain further information about all op-
erators on a Hilbert space, it can also be used to define particular classes of
operators which frequently arise in applications and for which much more is
known. In this section we define three classes of operators which will occur in
many later examples and investigate some of their properties.

The first such class of operators which we study is the class of normal
operators.

Definition 6.15

(a) If H is a complex Hilbert space and T ∈ B(H) then T is normal if

TT ∗ = T ∗T.

(b) If A is a square matrix then A is normal if

AA∗ = A∗A.

It is quite easy to check whether an operator is normal or not as the two
steps required, namely finding the adjoint and working out the products, are
themselves easy. As matrix adjoints and matrix multiplication are even easier
to find and do than their operator analogues, we shall not give any specific
examples to determine whether matrices are normal as this would not illustrate
any new points.

Example 6.16

For any k ∈ C[0, 1], let Tk ∈ B(L2[0, 1]) be defined as in (6.2). If f ∈ C[0, 1]
then Tf is normal.

Solution
From Example 6.5 we know that (Tf )∗ = Tf . Hence, for all g ∈ L2[0, 1],

(Tf (Tf )∗)(g) = Tf (Tf (g)) = Tf (fg) = ffg

and

((Tf )∗Tf )(g) = Tf (Tf (g)) = Tf (fg) = ffg = ffg.

Therefore Tf (Tf )∗ = (Tf )∗Tf and so Tf is normal. ��
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Example 6.17

The unilateral shift S ∈ B(�2) defined in (4.2) is not normal.

Solution
We know from Example 6.6 that, for all {yn} ∈ �2,

S∗(y1, y2, y3, . . .) = (y2, y3, y4, . . .).

For {xn} ∈ �2,

S∗(S(x1, x2, x3, . . .)) = S∗(0, x1, x2, x3, . . .) = (x1, x2, x3, . . .)

while
S(S∗(x1, x2, x3, . . .)) = S(x2, x3, . . .) = (0, x2, x3, . . .).

Thus S∗(S(x1, x2, x3, . . .)) �= S(S∗(x1, x2, x3, . . .)) for all {xn} ∈ �2 and so S is
not normal. ��

Even in Example 6.18, which is slightly more abstract, it is easy to determine
whether or not an operator is normal.

Example 6.18

If H is a complex Hilbert space, I is the identity operator on H, λ ∈ C and
T ∈ B(H) is normal then T − λI is normal.

Solution
(T − λI)∗ = T ∗ − λI by Lemma 6.8. Hence, using T ∗T = TT ∗,

(T − λI)(T − λI)∗ = (T − λI)(T ∗ − λI)
= TT ∗ − λT ∗ − λT + λλI

= T ∗T − λT ∗ − λT + λλI

= (T ∗ − λI)(T − λI)
= (T − λI)∗(T − λI).

Therefore T − λI is normal. ��

We now give some properties of normal operators.

Lemma 6.19

Let H be a complex Hilbert space, let T ∈ B(H) be normal and let α > 0.

(a) ‖T (x)‖ = ‖T ∗(x)‖ for all x ∈ H.
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(b) If ‖T (x)‖ ≥ α‖x‖ for all x ∈ H, then Ker T ∗ = {0}.

Proof

(a) Let x ∈ H. As T ∗T = TT ∗,

‖T (x)‖2 − ‖T ∗(x)‖2 = (Tx, Tx) − (T ∗x, T ∗x)
= (T ∗Tx, x) − (TT ∗x, x)
= (T ∗Tx − TT ∗x, x)
= 0.

Therefore ‖T (x)‖ = ‖T ∗(x)‖.

(b) Let y ∈ Ker T ∗. Then T ∗y = 0, so by part (a)

0 = ‖T ∗y‖ = ‖Ty‖ ≥ α‖y‖.

Therefore ‖y‖ = 0 and so y = 0. Hence Ker T ∗ = {0}. ��

The following characterization of invertibility of normal operators is an
immediate consequence of Corollary 6.12 and Lemma 6.19.

Corollary 6.20

Let H be a complex Hilbert space and let T ∈ B(H) be normal. The following
are equivalent:

(a) T is invertible;

(b) there exists α > 0 such that ‖T (x)‖ ≥ α‖x‖ for all x ∈ H.

It may not have been apparent why normal operators were important but
Corollary 6.20 shows that it is easier to determine whether normal operators are
invertible, compared with determining whether arbitrary operators are invert-
ible. However, in addition, there are some subsets of the set of normal operators
which seem natural objects of study if we consider them as generalizations of
important sets of complex numbers. The set of 1 × 1 complex matrices is just
the set of complex numbers and in this case the adjoint of a complex number
z is z∗ = z. Two important subsets of C are the real numbers

R = {z ∈ C : z = z},

and the circle centre 0 radius 1, which is the set

{z ∈ C : zz = zz = 1}.
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We look at the generalization of both these sets of numbers to sets of operators.

Definition 6.21

(a) If H is a complex Hilbert space and T ∈ B(H) then T is self-adjoint if
T = T ∗.

(b) If A is a square matrix then A is self-adjoint if A = A∗.

Although they amount to the same thing, there are several ways of trying to
show that an operator is self-adjoint. The first is to find the adjoint and show it
is equal to the original operator. This approach is illustrated in Example 6.22.

Example 6.22

The matrix A =
[

2 i

−i 3

]
is self-adjoint.

Solution

As A∗ =
[

2 i

−i 3

]
= A we conclude that A is self-adjoint. ��

The second approach to show that an operator T is self-adjoint is to show
directly that (Tx, y) = (x, Ty) for all vectors x and y. The uniqueness of the
adjoint ensures that if this equation is satisfied then T is self-adjoint. This was
previously illustrated in Example 6.7 which, using the notation we have just
introduced, can be rephrased as follows.

Example 6.23

Let H be a complex Hilbert space. The identity operator I ∈ B(H) is self-
adjoint.

If we already know the adjoint of an operator it is even easier to check
whether it is self-adjoint as Example 6.24 shows.

Example 6.24

For any k ∈ C[0, 1], let Tk ∈ B(L2[0, 1]) be defined as in (6.2). If f ∈ C[0, 1] is
real-valued then Tf is self-adjoint.
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Solution
From Example 6.5 we know that (Tf )∗ = Tf . As f is real-valued, f = f. Hence

(Tf )∗ = Tf = Tf

and so Tf is self-adjoint. ��

More general algebraic properties of self-adjoint operators are given in the
following results. The analogy between self-adjoint operators and real numbers
is quite well illustrated here.

Lemma 6.25

Let H be a complex Hilbert space and let S be the set of self-adjoint operators
in B(H).

(a) If α and β are real numbers and T1 and T2 ∈ S then αT1 + βT2 ∈ S.

(b) S is a closed subset of B(H).

Proof

(a) As T1 and T2 are self-adjoint, (αT1 + βT2)∗ = αT ∗
1 + βT ∗

2 = αT1 + βT2, by
Lemma 6.8. Hence αT1 + βT2 ∈ S.

(b) Let {Tn} be a sequence in S which converges to T ∈ B(H). Then {T ∗
n}

converges to T ∗ by Theorem 6.10. Therefore, {Tn} converges to T ∗ as
T ∗

n = Tn for all n ∈ N. Hence T = T ∗ and so T ∈ S. Hence S is closed. ��

An alternative way of stating Lemma 6.25 is that the set of self-adjoint
operators in B(H) is a real Banach space.

Lemma 6.26

Let H be a complex Hilbert space and let T ∈ B(H).

(a) T ∗T and TT ∗ are self-adjoint.

(b) T = R + iS where R and S are self-adjoint.

Proof

(a) (T ∗T )∗ = T ∗T ∗∗ = T ∗T by Lemma 6.8. Hence T ∗T is self-adjoint. Similarly
TT ∗ is self-adjoint.
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(b) Let R =
1
2
(T + T ∗) and S =

1
2i

(T − T ∗). Then T = R + iS. Also

R∗ =
1
2
(T + T ∗)∗ =

1
2
(T ∗ + T ) = R,

so R is self-adjoint and

S∗ =
−1
2i

(T − T ∗)∗ = − 1
2i

(T ∗ − T ∗∗) =
1
2i

(T − T ∗) = S,

so S is also self-adjoint. ��

By analogy with complex numbers, the operators R and S defined in
Lemma 6.26 are sometimes called the real and imaginary parts of the oper-
ator T . We now look at the generalization of the set {z ∈ C : zz = zz = 1}.

Definition 6.27

(a) If H is a complex Hilbert space and T ∈ B(H) then T is unitary if TT ∗ =
T ∗T = I.

(b) If A is a square matrix then A is unitary if AA∗ = A∗A = I.

Hence, for a unitary operator or matrix the adjoint is the inverse. As it is
again quite easy to check whether a matrix is unitary, we shall only give an
example of an operator which is unitary.

Example 6.28

For any k ∈ C[0, 1], let Tk ∈ B(L2[0, 1]) be defined as in (6.2). If f ∈ C[0, 1] is
such that |f(t)| = 1 for all t ∈ [0, 1] then Tf is unitary.

Solution
We know from Example 6.5 that (Tf )∗ = Tf . Thus

((Tf )∗Tf )g(t) = f(t)f(t)g(t) = |f(t)|2g(t),

so T ∗
f Tf (g) = g and hence T ∗

f Tf = I. Similarly, TfT ∗
f = I. Therefore Tf is

unitary. ��

There is an alternative characterization of unitary operators which is more
geometric. We require the following lemma, whose proof is left as an exercise.
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Lemma 6.29

If X is a complex inner product space and S, T ∈ B(X) are such that (Sz, z) =
(Tz, z) for all z ∈ X, then S = T .

Theorem 6.30

Let H be a complex Hilbert spaces and let T, U ∈ B(H).

(a) T ∗T = I if and only if T is an isometry.

(b) U is unitary if and only if U is an isometry of H onto H.

Proof
(a) Suppose first that T ∗T = I. Then

‖Tx‖2 = (Tx, Tx) = (T ∗Tx, x) = (Ix, x) = ‖x‖2.

Hence T is an isometry.
Conversely, suppose that T is an isometry. Then

(T ∗Tx, x) = (Tx, Tx) = ‖Tx‖2 = ‖x‖2 = (Ix, x).

Hence T ∗T = I by Lemma 6.29.

(b) Suppose first that U is unitary. Then U is an isometry by part (a). Moreover
if y ∈ H then y = U(U∗y) so y ∈ Im U . Hence U maps H onto H.

Conversely, suppose that U is an isometry of H onto H. Then U∗U = I by
part (a). If y ∈ H, then since U maps H onto H, there exists x in H such
that Ux = y. Hence

UU∗y = UU∗(Ux) = U(U∗U)x = UIx = Ux = y.

Thus UU∗ = I and so U is unitary. ��

We leave the proof of the following properties of unitary operators as an
exercise.

Lemma 6.31

Let H be a complex Hilbert space and let U be the set of unitary operators in
B(H).

(a) If U ∈ U then U∗ ∈ U and ‖U‖ = ‖U∗‖ = 1.

(b) If U1 and U2 ∈ U then U1U2 and U−1
1 are in U .

(c) U is a closed subset of B(H).
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EXERCISES

6.6 Is the matrix A =
[

1 1
0 1

]
normal?

6.7 Are the operators defined in Exercises 6.1 and 6.2 normal?

6.8 Prove Lemma 6.29.
[Hint: use Lemma 3.14.]

6.9 If H is a complex Hilbert space and T ∈ B(H) is such that ‖Tx‖ =
‖T ∗x‖ for all x ∈ H, show that T is normal.

6.10 Let Tc be the operator defined in Exercise 6.1.

(a) If cn ∈ R for all n ∈ N show that Tc is self-adjoint.

(b) If |cn| = 1 for all n ∈ N show that Tc is unitary.

6.11 If H is a complex Hilbert space and S, T ∈ B(H) with S self-adjoint,
show that T ∗ST is self-adjoint.

6.12 If H is a complex Hilbert space and A ∈ B(H) is invertible and
self-adjoint, show that A−1 is self-adjoint.

6.13 If H is a complex Hilbert space and S, T ∈ B(H) are self-adjoint,
show that ST is self-adjoint if and only if ST = TS.

6.14 Prove Lemma 6.31.

6.15 Let H be a complex Hilbert space and let U ∈ B(H) be unitary.
Show that the linear transformation f : B(H) → B(H) defined by
f(T ) = U∗TU is an isometry.

6.3 The Spectrum of an Operator

Given a square matrix A, an important set of complex numbers is the set
A = {λ ∈ C : A − λI is not invertible}. In fact, A consists of the set of eigen-
values of A by Lemma 1.12. Since eigenvalues occur in so many applications
of finite-dimensional linear algebra, it is natural to try to extend these notions
to infinite-dimensional spaces. This is what we aim to do in this section. Since
the adjoint is available to help with determining when an operator is invertible
in Hilbert spaces, we will restrict consideration to Hilbert spaces, although the
definitions we give can easily be extended to Banach spaces.
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Definition 6.32

(a) Let H be a complex Hilbert space, let I ∈ B(H) be the identity operator
and let T ∈ B(H). The spectrum of T , denoted by σ(T ), is defined to be

σ(T ) = {λ ∈ C : T − λI is not invertible}.

(b) If A is a square matrix then the spectrum of A, denoted by σ(A), is defined
to be

σ(A) = {λ ∈ C : A − λI is not invertible}.

Our first example of the spectrum of an operator is perhaps the simplest
possible example.

Example 6.33

Let H be a complex Hilbert space and let I be the identity operator on H. If
µ is any complex number then σ(µI) = {µ}.

Solution
If τ ∈ C then τI is invertible unless τ = 0. Hence

σ(µI) = {λ ∈ C : µI − λI is not invertible}
= {λ ∈ C : (µ − λ)I is not invertible}
= {µ}. ��

Finding the spectrum of other operators can be less straightforward. How-
ever, if an operator has any eigenvalues then these are in the spectrum by
Lemma 6.34.

Lemma 6.34

Let H be a complex Hilbert space and let T ∈ B(H). If λ is an eigenvalue of T

then λ is in σ(T ).

Proof

As there is a non-zero vector x ∈ H such that Tx = λx it follows that x ∈
Ker (T − λI) and so T − λI is not invertible by Lemma 1.12. ��

If H is a finite-dimensional complex Hilbert space and T ∈ B(H) then the
spectrum of T consists solely of eigenvalues of T by Lemma 1.12. It might
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be hoped that the same would hold in the infinite-dimensional case. However,
there are operators on infinite-dimensional spaces which have no eigenvalues
at all.

Example 6.35

The unilateral shift S ∈ B(�2) has no eigenvalues.

Solution
Suppose that λ is an eigenvalue of S with corresponding non-zero eigenvector
x = {xn}. Then

(0, x1, x2, x3, . . .) = (λx1, λx2, λx3, . . .).

If λ = 0, then the right-hand side of this equation is the zero vector so 0 =
x1 = x2 = x3 = . . . = 0, which is a contradiction as x �= 0. If λ �= 0, then
since λx1 = 0, we have x1 = 0. Hence, from λx2 = x1 = 0, we have x2 = 0.
Continuing in this way, we again have x1 = x2 = x3 = . . . = 0, which is a
contradiction. Hence S has no eigenvalues. ��

Since the unilateral shift has no eigenvalues, how do we find its spectrum?
The following two results can sometimes help.

Theorem 6.36

Let H be a complex Hilbert space and let T ∈ B(H).

(a) If |λ| > ‖T‖ then λ /∈ σ(T ).

(b) σ(T ) is a closed set.

Proof

(a) If |λ| > ‖T‖ then ‖λ−1T‖ < 1 and so I − λ−1T is invertible by Theo-
rem 4.40. Hence λI − T is invertible and therefore λ /∈ σ(T ).

(b) Define F : C → B(H) by F (λ) = λI − T. Then as

‖F (µ) − F (λ)‖ = ‖µI − T − (λI − T )‖ = |µ − λ|,

F is continuous. Hence, σ(T ) is closed, as the set C of non-invertible ele-
ments is closed by Corollary 4.42 and

σ(T ) = {λ ∈ C : F (λ) ∈ C}. ��
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Theorem 6.36 states that the spectrum of an operator T is a closed bounded
(and hence compact) subset of C which is contained in a circle centre the origin
and radius ‖T‖.

Lemma 6.37

If H is a complex Hilbert space and T ∈ B(H) then σ(T ∗) = {λ : λ ∈ σ(T )}.

Proof

If λ /∈ σ(T ) then T − λI is invertible and so (T − λI)∗ = T ∗ − λI is invertible
by Lemma 6.14. Hence λ /∈ σ(T ∗). A similar argument with T ∗ in place of T

shows that if λ /∈ σ(T ∗) then λ /∈ σ(T ). Therefore σ(T ∗) = {λ : λ ∈ σ(T )}. ��

With these results we can now find the spectrum of the unilateral shift.

Example 6.38

If S : �2 → �2 is the unilateral shift then:

(a) if λ ∈ C with |λ| < 1 then λ is an eigenvalue of S∗;

(b) σ(S) = {λ ∈ C : |λ| ≤ 1}.

Solution

(a) Let λ ∈ C with |λ| < 1. We have to find a non-zero vector {xn} ∈ �2

such that S∗({xn}) = λ{xn}. As S∗(x1, x2, x3, . . .) = (x2, x3, x4, . . .) by
Example 6.6, this means that we need to find a non-zero {xn} ∈ �2 such
that

(x2, x3, x4, . . .) = (λx1, λx2, λx3, . . .),

that is, xn+1 = λxn for all n ∈ N. One solution to this set of equations is
{xn} = {λn−1} which is non-zero. Moreover, as |λ| < 1,

∞∑
n=1

|xn|2 =
∞∑

n=0

|λn|2 =
∞∑

n=0

|λ|2n < ∞,

and so {xn} ∈ �2. Thus S∗({xn}) = λ{xn} and so λ is an eigenvalue of S∗

with eigenvector {xn}.

(b) We have {λ ∈ C : |λ| < 1} ⊆ σ(S∗) by part (a) and Lemma 6.34. Thus
{λ ∈ C : |λ| < 1} ⊆ σ(S), by Lemma 6.37. However, from elementary
geometry

{λ ∈ C : |λ| < 1} = {λ ∈ C : |λ| < 1}
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and so {λ ∈ C : |λ| < 1} ⊆ σ(S). As σ(S) is closed, by Theorem 6.36,

{λ ∈ C : |λ| ≤ 1} ⊆ σ(S).

On the other hand, if |λ| > 1 then λ /∈ σ(S) by Theorem 6.36, since
‖S‖ = 1. Hence σ(S) = {λ ∈ C : |λ| ≤ 1}. ��

If we know the spectrum of an operator T it is possible to find the spectrum
of powers of T and (if T is invertible) the inverse of T .

Theorem 6.39

Let H be a complex Hilbert space and let T ∈ B(H).

(a) If p is a polynomial then σ(p(T )) = {p(µ) : µ ∈ σ(T )}.

(b) If T is invertible then σ(T −1) = {µ−1 : µ ∈ σ(T )}.

Proof

(a) Let λ ∈ C and let q(z) = λ − p(z). Then q is also a polynomial, so it has
a factorization of the form q(z) = c(z − µ1)(z − µ2) . . . (z − µn), where
c, µ1, µ2, . . . , µn ∈ C with c �= 0. Hence,

λ /∈ σ(p(T )) ⇐⇒ λI − p(T ) is invertible
⇐⇒ q(T ) is invertible
⇐⇒ c(T − µ1I)(T − µ2I) . . . (T − µnI) is invertible
⇐⇒ (T − µjI) is invertible for 1 ≤ j ≤ n by Lemma 4.35
⇐⇒ no zero of q is in σ(T )
⇐⇒ q(µ) �= 0 for all µ ∈ σ(T )
⇐⇒ λ �= p(µ) for all µ ∈ σ(T ).

Hence σ(p(T )) = {p(µ) : µ ∈ σ(T )}.

(b) As T is invertible, 0 /∈ σ(T ). Hence any element of σ(T−1) can be written
as µ−1 for some µ ∈ C. Since

µ−1I − T−1 = −T−1µ−1(µI − T )

and −T−1µ−1 is invertible,

µ−1 ∈ σ(T−1) ⇐⇒ µ−1I − T−1 is not invertible
⇐⇒ −T−1µ−1(µI − T ) is not invertible
⇐⇒ µI − T is not invertible
⇐⇒ µ ∈ σ(T ).

Thus σ(T−1) = {µ−1 : µ ∈ σ(T )}. ��
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Notation
Let H be a complex Hilbert space and let T ∈ B(H). If p is a polynomial, we
denote the set {p(µ) : µ ∈ σ(T )} by p(σ(T )).

As an application of Theorem 6.39 we can obtain information about the
spectrum of unitary operators.

Lemma 6.40

If H is a complex Hilbert space and U ∈ B(H) is unitary then

σ(U) ⊆ {λ ∈ C : |λ| = 1}.

Proof

As U is unitary, ‖U‖ = 1 so σ(U) ⊆ {λ ∈ C : |λ| ≤ 1}, by Theorem 6.36. Also,
σ(U∗) ⊆ {λ ∈ C : |λ| ≤ 1}, since U∗ is also unitary. However, U∗ = U−1 so

σ(U) = {λ−1 : λ ∈ σ(U∗)} ⊆ {λ ∈ C : |λ| ≥ 1},

by Theorem 6.39, which proves the result. ��

An obvious question now is whether anything can be said about the spec-
trum of self-adjoint operators. We first introduce some notation.

Definition 6.41

(a) Let H be a complex Hilbert space and let T ∈ B(H).

(i) The spectral radius of T , denoted by rσ(T ), is defined to be

rσ(T ) = sup{|λ| : λ ∈ σ(T )}.

(ii) The numerical range of T , denoted by V (T ), is defined to be

V (T ) = {(Tx, x) : ‖x‖ = 1}.

(b) Let A be a n × n matrix.

(i) The spectral radius of A, denoted by rσ(A), is defined to be

rσ(A) = sup{|λ| : λ ∈ σ(A)}.
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(ii) The numerical range of A, denoted by V (A), is defined to be

V (A) = {(Ax, x) : x ∈ C
n and ‖x‖ = 1}.

A link between the numerical range and the spectrum for normal operators
is given in Lemma 6.42.

Lemma 6.42

If H is a complex Hilbert space and T ∈ B(H) is normal, then σ(T ) is a subset
of the closure of V (T ).

Proof

Let λ ∈ σ(T ). As T−λI is normal by Example 6.18, there exists a sequence {xn}
in H with ‖xn‖ = 1 for all n ∈ N and lim

n→∞‖(T −λI)xn‖ = 0 by Corollary 6.20.
Hence

lim
n→∞((T − λI)xn, xn) = 0

by the Cauchy–Schwarz inequality. Thus

lim
n→∞(Txn, xn) − λ(xn, xn) = 0.

However, (xn, xn) = 1 for all n ∈ N and so

lim
n→∞(Txn, xn) = λ.

Therefore λ is in the closure of V (T ). ��

Since it is relatively easy to find the numerical range for self-adjoint op-
erators, we can use Lemma 6.42 to get information about the spectrum of
self-adjoint operators.

Theorem 6.43

Let H be a complex Hilbert space and let S ∈ B(H) be self-adjoint.

(a) V (S) ⊆ R.

(b) σ(S) ⊆ R.

(c) At least one of ‖S‖ or −‖S‖ is in σ(S).

(d) rσ(S) = sup{|τ | : τ ∈ V (S)} = ‖S‖.

(e) inf{λ : λ ∈ σ(S)} ≤ µ ≤ sup{λ : λ ∈ σ(S)} for all µ ∈ V (S).
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Proof

(a) As S is self-adjoint,

(Sx, x) = (x, Sx) = (Sx, x),

for all x ∈ H. Hence (Sx, x) ⊆ R for all x ∈ H and so V (S) ⊆ R.

(b) σ(S) is contained in the closure of V (S) by Lemma 6.42 and so is a subset
of R by part (a).

(c) This is true if S = 0, so by working with ‖S‖−1S if necessary we may
assume that ‖S‖ = 1. From the definition of the norm of S, there exists a
sequence {xn} in H such that ‖xn‖ = 1 and lim

n→∞ ‖Sxn‖ = 1. Then

‖(I − S2)xn‖2 = ((I − S2)xn, (I − S2)xn)

= ‖xn‖2 + ‖S2xn‖2 − 2(S2xn, xn)

≤ 2 − 2(Sxn, Sxn)

= 2 − 2‖Sxn‖2,

so lim
n→∞ ‖(I − S2)xn‖2 = 0 and hence 1 ∈ σ(S2). Thus 1 ∈ (σ(S))2 by

Theorem 6.39 and hence either 1 or −1 is in σ(S) as required.

(d) By (c), Lemma 6.42 and the Cauchy–Schwarz inequality,

‖S‖ ≤ rσ(S) ≤ sup{|τ | : τ ∈ V (S)} ≤ ‖S‖.

Hence each of these inequalities is an equality.

(e) Let α = inf{λ : λ ∈ σ(S)} and β = sup{λ : λ ∈ σ(S)}. Let λ ∈ V (S), so
that there exists y ∈ H with ‖y‖ = 1 and λ = (Sy, y).
Suppose that λ < α. Then βI −S has spectrum β −σ(S) by Theorem 6.39,
and so lies in [0, β − α]. Thus rσ(βI − S) ≤ β − α. However,

((βI − S)y, y) = β(y, y) − (Sy, y) = β − λ > β − α.

This contradicts part (d) applied to the self-adjoint operator βI − S.

Suppose that λ > β. Then S −αI has spectrum σ(S)−α by Theorem 6.39
and so lies in [0, β − α]. Thus rσ(S − αI) ≤ β − α. However,

((S − αI)y, y) = (Sy, y) − α(y, y) = λ − α > β − α.

This contradicts part (d) applied to the self-adjoint operator S − αI.

Therefore λ ∈ [α, β]. ��
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It is possible to use Theorem 6.43 to find the norm of a matrix A.

Corollary 6.44

(a) If A is a self-adjoint matrix with eigenvalues {λ1, λ2, . . . , λn}, then

‖A‖ = max{|λ1|, |λ2|, . . . , |λn|}.

(b) If B is a square matrix then B∗B is self-adjoint and ‖B‖2 = ‖B∗B‖.

Proof

(a) ‖A‖ = rσ(A) = max{|λ1|, |λ2|, . . . , |λn|} by Theorem 6.43, since σ(A) con-
sists only of eigenvalues.

(b) This follows from Theorem 6.10 and Lemma 6.26. ��

Another consequence of Theorem 6.43 is that the spectrum of a self-adjoint
operator is non-empty. Using completely different techniques, it can be shown
that the spectrum of any bounded linear operator is non-empty but as we shall
not use this result we shall not give further details.

EXERCISES

6.16 Let T ∈ B(�2) be defined by

T (x1, x2, x3, x4, . . .) = (x1,−x2, x3,−x4, . . .).

(a) Show that 1 and −1 are eigenvalues of T with eigenvectors
(1, 0, 0, . . .) and (0, 1, 0, 0, . . .) respectively.

(b) Find T 2 and hence show that σ(T ) = {−1, 1}.

6.17 Let S ∈ B(�2) be the unilateral shift. Show that S∗S = I but that
0 is an eigenvalue of SS∗.

6.18 Let c = {cn} ∈ �∞ and let Tc ∈ B(�2) be the bounded operator
defined by Tc({xn}) = {cnxn}.

(a) Let cm ∈ {cn : n ∈ N} and let {ẽn} be the sequence in �2 given
in Definition 1.60. Show that cm is an eigenvalue of Tc with
eigenvector ẽm.

(b) Show that {cn : n ∈ N}− ⊆ σ(Tc).
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6.19 Let T ∈ B(�2) be the operator defined in Exercise 6.2.

(a) Find (T ∗)2 and show that if |µ| < 4 then µ is an eigenvalue of
(T ∗)2.

(b) Show that σ(T ) = {λ ∈ C : |λ| ≤ 2}.

6.20 Find the norms of (a) A =
[

1 1
1 2

]
; (b) B =

[
1 1
0 1

]
.

6.21 Let H be a complex Hilbert space and let S ∈ B(H) be self-adjoint.
Show that Sn is self-adjoint for any n ∈ N and deduce that ‖Sn‖ =
‖S‖n.

6.22 Let H be a complex Hilbert space and let S ∈ B(H) be self-adjoint.
If σ(S) contains exactly one point λ, show that S = λI.

6.23 Give an example of a operator T ∈ B(�2) such that T �= 0 but
σ(T ) = {0}.

6.4 Positive Operators and Projections

If H is a complex Hilbert space and S ∈ B(H) is self-adjoint the conditions

(a) σ(S) ⊆ [0,∞),

(b) (Sx, x) ≥ 0 for all x ∈ H,

are equivalent, by Theorem 6.43. In the final section of this chapter we inves-
tigate the self-adjoint operators which satisfy either of these two conditions in
more detail.

Definition 6.45

(a) Let H be a complex Hilbert space and let S ∈ B(H). S is positive if it is
self-adjoint and

(Sx, x) ≥ 0 for all x ∈ H.

(b) If A is a self-adjoint, n × n matrix then A is positive if

(Ax, x) ≥ 0 for all x ∈ C
n.

By the remarks before Definition 6.45 there is an equivalent characterization
of positive operators and matrices.
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Lemma 6.46

(a) If H is a complex Hilbert space and S ∈ B(H) is self-adjoint then S is
positive if and only if σ(S) ⊆ [0,∞).

(b) If A is a self-adjoint, n × n matrix then A is positive if and only if σ(A) ⊆
[0,∞).

The characterization of positivity for matrices given in Lemma 6.46 is usu-
ally easier to check than the definition since, for matrices, the spectrum just
consists of eigenvalues. Therefore it is quite easy to check whether a self-adjoint
matrix is positive. It is not much harder to find examples of positive operators.

Example 6.47

Let H be a complex Hilbert space, let R,S ∈ B(H) be positive, let T ∈ B(H)
and let α be a positive real number.

(a) 0 and I are positive operators.

(b) T ∗T is positive.

(c) R + S and αS are positive.

Solution

(a) I is self-adjoint by Example 6.23 and it is easy to show that 0 is self-adjoint.
If x ∈ H then

(Ix, x) = (x, x) ≥ 0 and (0x, x) = (0, x) = 0.

Hence 0 and I are positive.

(b) TT ∗ is self-adjoint by Lemma 6.26. If x ∈ H then

(T ∗Tx, x) = (Tx, Tx) ≥ 0.

Hence T ∗T is positive.

(c) R + S and αS are self-adjoint by Lemma 6.25. If x ∈ H then

((R + S)x, x) = (Rx, x) + (Sx, x) ≥ 0

and
((αS)x, x) = α(Sx, x) ≥ 0.

Hence R + S and αS are positive. ��
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Associated with the positive real numbers there is the idea of an order-
ing of the real numbers. From the definition of positive operators there is a
corresponding idea of ordering of self-adjoint operators.

Notation
Let H be a complex Hilbert space, let R,S, T ∈ B(H) be self-adjoint.

(a) If S is positive we write S ≥ 0 or 0 ≤ S.

(b) More generally, if T − R is positive we write T ≥ R or R ≤ T .

Unlike the order in the real numbers, the ordering of self-adjoint operators is
only a partial ordering, that is, there are non-zero self-adjoint operators which
are neither positive nor negative. We give a matrix example of this.

Example 6.48

If A =
[

1 0
0 −1

]
then neither A nor −A is positive.

Solution
A is self-adjoint with eigenvalues ±1. Therefore σ(A) = {1,−1} and so neither
A nor −A is positive. ��

One of the simplest types of positive operator is described in the following
definition. Recall that projection operators were defined in Definition 5.59.

Definition 6.49

Let H be a complex Hilbert space. An orthogonal projection on H is an operator
P ∈ B(H) such that

P = P ∗ = P 2.

In other words, an orthogonal projection is a bounded, self-adjoint projec-
tion. Thus, this concept only makes sense in Hilbert space. The reason for the
terminology “orthogonal projection” should be rather more apparent after Ex-
ample 6.50 and Theorem 6.51. General projections, as in Definition 5.59, are
useful in normed or Banach spaces, but in the Hilbert space context orthogonal
projections are the most useful projections. In fact, in the Hilbert space con-
text, “projection” is often used to mean “orthogonal projection”, but to avoid
ambiguity we will continue to use the latter terminology.
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We note that if P is an orthogonal projection then it is in fact positive,
since it is self-adjoint, by definition, and (Px, x) = (P 2x, x) = (Px, Px) ≥ 0
for all x ∈ H.

At first sight there may appear to be only two orthogonal projections on
any given Hilbert space H, namely 0 and I. However, there are others.

Example 6.50

Let P : C
3 → C

3 be the linear transformation defined by P (x, y, z) = (x, y, 0),
for all (x, y, z) ∈ C

3. Then P is an orthogonal projection.

Solution
Since C

3 is finite-dimensional P ∈ B(C3), and clearly P 2 = P . It follows from

(P (x, y, z), (u, v, w)) = xu + yv = ((x, y, z), P (u, v, w)),

that P is also self-adjoint. Hence P is an orthogonal projection. ��

The orthogonal projection P in Example 6.50 has Im (P ) = {(x, y, 0) : x, y ∈
C}, and P “projects” vectors “vertically downwards”, or “orthogonally”, onto
this subspace, as shown in Figure 6.1 (where we only draw the action of P on
R

3, as we cannot draw C
3).

The orthogonal projection P in Example 6.50 has the matrix representation⎡⎣ 1 0 0
0 1 0
0 0 0

⎤⎦ .

(x,y,z)

(0,0,z)

X

Y

Z

(x,y,0)

Fig. 6.1. The action of the orthogonal projection P in Example 6.50 (in R
3)
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More generally, any n × n diagonal matrix whose diagonal elements are either
0 or 1 is the matrix of an orthogonal projection in B(Cn).

One of the reasons why orthogonal projections are important is the link
between closed linear subspaces of a Hilbert space H and orthogonal projections
in B(H) which we prove in the following theorem (recall that we discussed the
link between closed subspaces of Banach spaces and general projections in
Section 5.6). In the course of the proof it may be helpful to keep in mind the
action of the orthogonal projection P in Example 6.50.

Theorem 6.51

Let H be a complex Hilbert space.

(a) If M is a closed linear subspace of H there is an orthogonal projection
PM ∈ B(H) with range M, kernel M⊥ and ‖PM‖ ≤ 1.

(b) If Q is an orthogonal projection in B(H) then Im Q is a closed linear
subspace and Q = PIm Q.

Proof

(a) If x ∈ H and x = y + z where y ∈ M and z ∈ M⊥ is the orthogonal
decomposition, let PM : H → H be defined by PM(x) = y. We aim to show
that PM is an orthogonal projection and the first step is to show that PM
is a linear transformation. Let x1 , x2 ∈ H, with orthogonal decompositions
x1 = y1 + z1 and x2 = y2 + z2, where y1, y2 ∈ M and z1, z2 ∈ M⊥ and
let λ , µ ∈ C. Then as M and M⊥ are linear subspaces, λy1 + µy2 ∈ M
and λz1 + µz2 ∈ M⊥ so, by uniqueness, the orthogonal decomposition of
λx1 + µx2 is (λy1 + µy2) + (λz1 + µz2). Hence

PM(λx1 + µx2) = λy1 + µy2 = λPMx1 + µPMx2.

Therefore PM is a linear transformation.

Next we show that PM is bounded and self-adjoint. As

‖PMx‖2 = ‖y‖2 ≤ ‖x‖2,

PM is bounded and ‖PM‖ ≤ 1. Also

(PMx1, x2) = (y1, y2 + z2) = (y1, y2),

since z2 ∈ M⊥ and y1 ∈ M, and

(x1, PMx2) = (y1 + z1, y2) = (y1, y2),
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since z1 ∈ M⊥ and y2 ∈ M. Hence

(PMx1, x2) = (x1, PMx2)

and so PM is self-adjoint.

Finally, we check that PM is an orthogonal projection with range M and
kernel M⊥. If w ∈ M, the orthogonal decomposition of w is w = w +0, so
PMw = w. Hence M ⊆ Im PM. However, Im PM ⊆ M by the definition
of PM. Thus Im PM = M. Also, for all x ∈ H,

(PM)2(x) = PM(PMx) = PMy = y = PM(x)

since y ∈ M and so (PM)2 = PM. Therefore PM is an orthogonal projec-
tion. Also, by Lemma 6.11 we have

Ker PM = (Im P ∗
M)⊥ = (Im PM)⊥ = M⊥.

(b) Let L = Im Q. As Q is a linear transformation, L is a linear subspace.
To show that L is closed, let {yn} be a sequence in L which converges to
y ∈ H. As yn ∈ Im Q there exists xn ∈ H such that yn = Q(xn) for all
n ∈ N. Hence

y = lim
n→∞Qxn

= lim
n→∞Q2xn since Q2 = Q

= Q( lim
n→∞Qxn) since Q is continuous

= Qy ∈ Im Q,

and so L is closed.

If v ∈ L then v = Qx for some x ∈ H so Qv = Q2x = Qx = v as Q2 = Q.
If w ∈ L⊥ then as Q is self-adjoint and Q2w ∈ L,

‖Qw‖2 = (Qw, Qw) = (w, Q2w) = 0

so Qw = 0. Hence, if x ∈ H and x = v + w, where v ∈ L and w ∈ L⊥, we
have x = Qv + w so

PLx = Qv = Qx

as Qw = 0. Hence Q = PIm Q. ��

To emphasize the manner in which the orthogonal projection is constructed
in Theorem 6.51 the following terminology is sometimes used.

Notation
Let H be a complex Hilbert space and let M be a closed linear subspace of
H. The orthogonal projection PM ∈ B(H) with range M and kernel M⊥

constructed in Theorem 6.51 is called the orthogonal projection of H onto M.
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The orthogonal projection P considered in Example 6.50 is the orthogonal
projection onto the subspace {(x, y, 0) : x, y ∈ C}.

In the proof of Theorem 6.51, we showed that if H is a complex Hilbert
space, M is a closed linear subspace of H and PM is the orthogonal projection
of H onto M, then PMy = y for all y ∈ M while PMz = 0 for all z ∈ M⊥.

Lemma 6.52

If H is a complex Hilbert space, M is a closed linear subspace of H and P is
the orthogonal projection of H onto M, then I −P is the orthogonal projection
of H onto M⊥.

Proof

As I and P are self-adjoint so is I − P . Also, as P 2 = P ,

(I − P )2 = I − 2P + P 2 = I − 2P + P = I − P

and so I − P is an orthogonal projection. If x ∈ H and x = y + z is the
orthogonal decomposition of x, where y ∈ M and z ∈ M⊥, then P (x) = y and
so (I − P )(x) = x − y = z. Hence I − P is the orthogonal projection of H onto
M⊥ by Theorem 6.51. ��

For the orthogonal projection P considered in Example 6.50, the operator
I − P is given by (I − P )(x, y, z) = (0, 0, z) and is the orthogonal projection
onto the subspace {(0, 0, z) : z ∈ C}, see Figure 6.1.

If the closed linear subspace M has an orthonormal basis then it is pos-
sible to give a formula for the orthogonal projection onto M in terms of this
orthonormal basis. This formula is given in Corollary 6.53 whose proof is left
as an exercise.

Corollary 6.53

If H is a complex Hilbert space, M is a closed linear subspace of H, {en}J
n=1

is an orthonormal basis for M, where J is a positive integer or ∞, and P is
the orthogonal projection of H onto M, then

Px =
J∑

n=1

(x, en)en.

By definition, if P is an orthogonal projection then P = P 2. If we take any
other positive operator T defined on some Hilbert space it raises the question
whether there exists an operator R (on the same space) such that R2 = T .
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Definition 6.54

(a) Let H be a complex Hilbert space and let T ∈ B(H). A square root of T is
an operator R ∈ B(H) such that R2 = T .

(b) Let A be a n×n matrix. A square root of A is a matrix B such that B2 = A.

Example 6.55

If λ1, λ2 are positive real numbers and A =
[

λ1 0
0 λ2

]
, B =

[ √
λ1 0
0

√
λ2

]
then B2 = A so B is a square root of A.

Since all complex numbers have square roots, it might be expected that all
complex matrices would have square roots. However, this is not true.

Example 6.56

If A =
[

0 1
0 0

]
then there is no 2 × 2 matrix B such that B2 = A.

Solution

Let B =
[

a b

c d

]
and suppose that B2 = A. Then multiplying out we obtain

a2 + bc = 0, b(a + d) = 1, c(a + d) = 0 and d2 + bc = 0.

As b(a + d) �= 0 and c(a + d) = 0 we deduce that c = 0. Then a2 = d2 = 0, so
a = d = 0 which contradicts b(a + d) �= 0. Hence, there is no such matrix B. ��

Even though all positive real numbers have positive square roots, in view of
Example 6.56 it is perhaps surprising that all positive operators have positive
square roots. Lemma 6.57 will be the key step in showing that positive operators
have square roots.

Lemma 6.57

Let H be a complex Hilbert space, and let S be the real Banach space of all
self-adjoint operators in B(H). If S ∈ S then there exists Φ ∈ B(CR(σ(S)),S)
such that:

(a) Φ(p) = p(S) whenever p is a polynomial in CR(σ(S));

(b) Φ(fg) = Φ(f)Φ(g) for all f, g ∈ CR(σ(S)).
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Proof

Let P be the linear subspace of CR(σ(S)) consisting of all polynomials. Define
φ : P → S by φ(p) = p(S). Then φ is a linear transformation such that
φ(pq) = φ(p)φ(q) for all p ∈ P by Lemma 4.33. In addition, by Theorem 6.39,

‖φ(p)‖ = ‖p(S)‖
= rσ(p(S)) since p(S) is self–adjoint
= sup{|µ| : µ ∈ σ(p(S))}
= sup{|p(λ)| : λ ∈ σ(S)}
= ‖p‖.

Thus φ is an isometry. As S is a real Banach space and P is dense in CR(σ(S))
by Theorem 1.40, there exists Φ ∈ B(CR(σ(S)),S) such that Φ(p) = φ(p) by
Theorem 4.19. Moreover, as φ(pq) = φ(p)φ(q) for all p ∈ P, it follows that
Φ(fg) = Φ(f)Φ(g) for all f, g ∈ CR(σ(S)) by the density of P in CR(σ(S)) and
the continuity of Φ. ��

Lemma 6.57 perhaps looks rather technical, so we introduce the following
notation to help understand what it means.

Notation
Let H, S, S and Φ be as in Lemma 6.57. For any f ∈ CR(σ(S)) we now denote
Φ(f) by f(S).

In other words, Lemma 6.57 allows us to construct “functions” of a self-
adjoint operator S. We had previously defined p(S) when p is a polynomial.
Lemma 6.57 extends this to f(S) when f ∈ CR(σ(S)). Suppose now that σ(S) ⊆
[0,∞) and g : σ(S) → R is defined by g(x) = x1/2. Then g ∈ CR(σ(S)) so g(S)
makes sense. The notation is intended to suggest that g(S) is a square root of
S and we show that this is true in Theorem 6.58.

Theorem 6.58

Let H be a complex Hilbert space, let S be the Banach space of all self-adjoint
operators in B(H) and let S ∈ S be positive.

(a) There exists a positive square root R of S which is a limit of a sequence of
polynomials in S.

(b) If Q is any positive square root of S then R = Q.
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Proof

(a) Let P be the linear subspace of CR(σ(S)) consisting of all polynomials. As
S is positive, σ(S) ⊆ [0,∞). Hence f : σ(S) → R and g : σ(S) → R and
j : σ(S) → R defined by

f(x) = x1/4, g(x) = x1/2 and j(x) = x,

are in CR(σ(S)). Let R = g(S) and T = f(S) so R and T are self-adjoint.
The set P is dense in CR(σ(S)), by Theorem 1.40. In particular, g is a
limit of a sequence of polynomials, and so R is a limit of a sequence of
polynomials in S. Also, by Lemma 6.57,

R2 = (g(S))2 = g2(S) = j(S) = S,

so R is a square root of S and

T 2 = (f(S))2 = f2(S) = g(S) = R,

so R is positive.

(b) As
QS = QQ2 = Q2Q = SQ,

if p is any polynomial then Qp(S) = p(S)Q and so, as R is a limit of a
sequence of polynomials in S,

QR = RQ.

As Q is positive, Q has a positive square root P by part (a). Let x ∈ H
and let y = (R − Q)x. As R2 = Q2 = S,

‖Ty‖2 + ‖Py‖2 = (T 2y, y) + (P 2y, y)
= ((R + Q)y, y)
= ((R + Q)(R − Q)x, y)
= ((R2 − Q2)x, y)
= 0.

Hence Ty = Py = 0 and so T 2y = P 2y = 0. Therefore Ry = Qy = 0 and
so

‖(R − Q)x‖2 = ((R − Q)2x, x) = ((R − Q)y, x) = 0.

Thus R = Q. ��

Notation
Let H be a complex Hilbert space and let S ∈ B(H) be positive. The unique
positive square root of S constructed in Theorem 6.58 will be denoted by S1/2.
Similarly, the unique positive square root of a positive matrix A will be denoted
by A1/2.
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In Example 6.55 we showed how to find the square root of a diagonal 2 × 2
matrix and the same method extends to any diagonal n×n matrix. Hence, if P

is any positive matrix and U is a unitary matrix such that U∗PU is a diagonal
matrix D then P 1/2 = UD1/2U∗.

There is an alternative method for computing square roots which follows
the construction of the square root more closely. We illustrate this for 2 × 2
positive matrices with distinct eigenvalues. Let A be any positive matrix which
has distinct eigenvalues λ1 and λ2 and let

p(x) =
x +

√
λ1λ2√

λ1 +
√

λ2
.

Then p is a polynomial of degree one such that p(λ1) =
√

λ1 and p(λ2) =
√

λ2.
Therefore p(x) =

√
x for all x ∈ σ(S). By the construction of the square

root A1/2 = p(A) and it is possible to check this by computing p(A)2. By the
Cayley–Hamilton theorem, A2 = (λ1 + λ2)A − (λ1λ2)I so

(p(A))2 =
(

A +
√

λ1λ2I√
λ1 +

√
λ2

)2

=
A2 + 2

√
λ1λ2A + λ1λ2I

(
√

λ1 +
√

λ2)2
= A.

It is perhaps fitting that our final result in this chapter should illustrate the
analogy between operators on a Hilbert space and the complex numbers so
well that it even has the same name as the corresponding result for complex
numbers. If z ∈ C is invertible then (zz)1/2, the modulus of z, is positive and
|z((zz)1/2)−1| = 1 so z((zz)1/2)−1 = eiθ for some θ ∈ R with −π < θ ≤ π.
The polar form of the complex number z is eiθ(zz)1/2. A similar decomposition
occurs for invertible operators on a Hilbert space, but this time the factors are
a unitary and a positive operator.

Theorem 6.59

Let H be a complex Hilbert space and let T ∈ B(H) be invertible. Then
T = UR, where U is unitary and R is positive.

Proof

As T is invertible so is T ∗ and T ∗T . Now, T ∗T is positive by Example 6.47
so T ∗T has a positive square root R = (T ∗T )1/2 by Theorem 6.58. As T ∗T is
invertible so is R by Theorem 6.39. Let U = TR−1. Then U is invertible and
so the range of U is H. Also,

U∗U = (R−1)∗T ∗TR−1 = R−1R2R−1 = I,

and so U is a unitary by Theorem 6.30. ��
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Notation
(a) Let H be a complex Hilbert space, let T ∈ B(H) be invertible. The decom-

position T = UR, where U is unitary and R is positive, given in Theorem
6.59 is called the polar decomposition of T .

(b) If A is an invertible matrix, the corresponding decomposition A = BC,
where B is a unitary matrix and C is a positive matrix, is called the polar
decomposition of A.

The proof of Theorem 6.59 indicates the steps required to produce the
polar decomposition of an invertible operator. An example to find the polar
decomposition of an invertible matrix is given in the exercises.

EXERCISES

6.24 Let H be a complex Hilbert space and A ∈ B(H) be invertible and
positive. Show that A−1 is positive.

6.25 Prove Corollary 6.53.

6.26 Let H be a complex Hilbert space and let P ∈ B(H) be such that
P 2 = P . By considering S2 where S = 2P − I, show that σ(P ) ⊆
{0, 1}.

6.27 Let H be a complex Hilbert space and let P, Q ∈ B(H) be orthogonal
projections.

(a) If PQ = QP , show that PQ is an orthogonal projection.

(b) Show that Im P is orthogonal to Im Q if and only if PQ = 0.

6.28 Let H be a complex Hilbert space and let P, Q ∈ B(H) be orthogonal
projections. Show that the following are equivalent.

(a) Im P ⊆ Im Q;

(b) QP = P ;

(c) PQ = P ;

(d) ‖Px‖ ≤ ‖Qx‖ for all x ∈ H;

(e) P ≤ Q.

6.29 Let H be a complex Hilbert space and let S ∈ B(H) be self-
adjoint. If σ(S) is the finite set {λ1, λ2, . . . , λn}, show that there exist
orthogonal projections P1, P2, . . . , Pn ∈ B(H) such that PjPk = 0 if



204 Linear Functional Analysis

j �= k,
∑n

j=1 Pj = I and

S =
n∑

j=1

λjPj .

6.30 Let H be a complex Hilbert space and let S ∈ B(H) be self-adjoint
with ‖S‖ ≤ 1.

(a) Show that I − S2 is positive.

(b) Show that the operators S ± i(I − S2)1/2 are unitary.

6.31 (a) Find the positive square root of A =
[

5 −4
−4 5

]
.

(b) Find the polar decomposition of B =
1√
2

[
2 − i 2i − 1
2 + i −1 − 2i

]
.
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Compact Operators

7.1 Compact Operators

Linear algebra tells us a great deal about the properties of operators between
finite-dimensional spaces, and about their spectrum. In general, the situation
is considerably more complicated in infinite-dimensional spaces, as we have
already seen. However, there is a class of operators in infinite dimensions for
which a great deal of the finite-dimensional theory remains valid. This is the
class of compact operators. In this chapter we will describe the principal spec-
tral properties of general compact operators on Hilbert spaces and also the
more precise results which hold for self-adjoint compact operators.

Compact operators are important not only for the well-developed theory
which is available for them, but also because compact operators are encoun-
tered in very many important applications. Some of these applications will be
considered in more detail in Chapter 8.

As in Chapter 6, the results in Section 7.1 have analogues for real spaces,
but in Sections 7.2 and 7.3 it is necessary to use complex spaces in order to
discuss the spectral theory of compact operators. Thus for simplicity we will
only consider complex spaces in this chapter.

Definition 7.1

Let X and Y be normed spaces. A linear transformation T ∈ L(X, Y ) is compact
if, for any bounded sequence {xn} in X, the sequence {Txn} in Y contains a

205
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convergent subsequence. The set of compact transformations in L(X, Y ) will
be denoted by K(X, Y ).

Theorem 7.2

Let X and Y be normed spaces and let T ∈ K(X, Y ). Then T is bounded.
Thus, K(X, Y ) ⊂ B(X, Y ).

Proof

Suppose that T is not bounded. Then for each integer n ≥ 1 there exists a unit
vector xn such that ‖Txn‖ ≥ n. Since the sequence {xn} is bounded, by the
compactness of T there exists a subsequence {Txn(r)} which converges. But
this contradicts ‖Txn(r)‖ ≥ n(r), so T must be bounded. ��

We now prove some simple algebraic properties of compact operators.

Theorem 7.3

Let X, Y, Z be normed spaces.

(a) If S, T ∈ K(X, Y ) and α, β ∈ C then αS + βT is compact. Thus K(X, Y )
is a linear subspace of B(X, Y ).

(b) If S ∈ B(X, Y ), T ∈ B(Y, Z) and at least one of the operators S, T is
compact, then TS ∈ B(X, Z) is compact.

Proof

(a) Let {xn} be a bounded sequence in X. Since S is compact, there is a
subsequence {xn(r)} such that {Sxn(r)} converges. Then, since {xn(r)} is
bounded and T is compact, there is a subsequence {xn(r(s))} of the se-
quence {xn(r)} such that {Txn(r(s))} converges. It follows that the sequence
{αSxn(r(s)) + βTxn(r(s))} converges. Thus αS + βT is compact.

(b) Let {xn} be a bounded sequence in X. If S is compact then there is a
subsequence {xn(r)} such that {Sxn(r)} converges. Since T is bounded (and
so is continuous), the sequence {TSxn(r)} converges. Thus TS is compact.
If S is bounded but not compact then the sequence {Sxn} is bounded.
Then since T must be compact, there is a subsequence {Sxn(r)} such that
{TSxn(r)} converges, and again TS is compact. ��
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Remark 7.4

It is clear from the definition of a compact operator, and the above proofs,
that when dealing with compact operators we will continually be looking at
subsequences {xn(r)}, or even {xn(r(s))}, of a sequence {xn}. For notational
simplicity we will often assume that the subsequence has been relabelled as
{xn}, and so we can omit the r. Note, however, that this may not be permissible
if the original sequence is specified at the beginning of an argument with some
particular properties, e.g., if we start with an orthonormal basis {en} we cannot
just discard elements – it would no longer be a basis!

The following theorem shows, as a particular case, that all linear opera-
tors on finite-dimensional spaces are compact (recall that if the domain of a
linear operator is finite-dimensional then the operator must be bounded, see
Theorem 4.9, but linear transformations with finite-dimensional range may be
unbounded if their domain is infinite dimensional, see Example 4.10). Thus
compact operators are a generalization of operators on finite dimensional
spaces.

Theorem 7.5

Let X, Y be normed spaces and T ∈ B(X, Y ).

(a) If T has finite rank then T is compact.

(b) If either dimX or dimY is finite then T is compact.

Proof

(a) Since T has finite rank, the space Z = Im T is a finite-dimensional normed
space. Furthermore, for any bounded sequence {xn} in X, the sequence
{Txn} is bounded in Z, so by the Bolzano–Weierstrass theorem this se-
quence must contain a convergent subsequence. Hence T is compact.

(b) If dimX is finite then r(T ) ≤ dimX, so r(T ) is finite, while if dimY is
finite then clearly the dimension of ImT ⊂ Y must be finite. Thus, in either
case the result follows from part (a). ��

The following theorem, and its corollary, shows that in infinite dimensions
there are many operators which are not compact. In fact, compactness is a
significantly stronger property than boundedness. This is illustrated further in
parts (a) and (b) of Exercise 7.11.
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Theorem 7.6

If X is an infinite-dimensional normed space then the identity operator I on
X is not compact.

Proof

Since X is an infinite-dimensional normed space the proof of Theorem 2.26
shows there exists a sequence of unit vectors {xn} in X which does not have
any convergent subsequence. Hence the sequence {Ixn} = {xn} cannot have a
convergent subsequence, and so the operator I is not compact. ��

Corollary 7.7

If X is an infinite-dimensional normed space and T ∈ K(X) then T is not
invertible.

Proof

Suppose that T is invertible. Then, by Theorem 7.3, the identity operator
I = T−1T on X must be compact. But since X is infinite-dimensional this
contradicts Theorem 7.6. ��

We now introduce an equivalent characterization of compact operators and
an important property of the range of such operators.

Theorem 7.8

Let X, Y be normed spaces and let T ∈ L(X, Y ).

(a) T is compact if and only if, for every bounded subset A ⊂ X, the set
T (A) ⊂ Y is relatively compact.

(b) If T is compact then Im T and Im T are separable.

Proof

(a) Suppose that T is compact. Let A ⊂ X be bounded and suppose that {yn}
is an arbitrary sequence in T (A). Then for each n ∈ N, there exists xn ∈ A

such that ‖yn − Txn‖ < n−1, and the sequence {xn} is bounded since
A is bounded. Thus, by compactness of T , the sequence {Txn} contains a
convergent subsequence, and hence {yn} contains a convergent subsequence
with limit in T (A). Since {yn} is arbitrary, this shows that T (A) is compact.



7. Compact Operators 209

Now suppose that for every bounded subset A ⊂ X the set T (A) ⊂ Y is
relatively compact. Then for any bounded sequence {xn} in X the sequence
{Txn} lies in a compact set, and hence contains a convergent subsequence.
Thus T is compact.

(b) For any r ≥ N, let Rr = T (Br(0)) ⊂ Y be the image of the ball Br(0) ⊂ X.
Since T is compact, the set Rr is relatively compact and so is separa-
ble, by Theorem 1.43. Furthermore, since Im T equals the countable union⋃∞

r=1 Rr, it must also be separable. Finally, if a subset of ImT is dense in
Im T then it is also dense in Im T (see Exercise 7.14), so Im T is separable.

��

Part (b) of Theorem 7.8 implies that if T is compact then even if the space
X is “big” (not separable) the range of T is “small” (separable). In a sense,
this is the reason why the theory of compact operators has many similarities
with that of operators on finite-dimensional spaces.

We now consider how to prove that a given operator is compact. The follow-
ing theorem, which shows that the limit of a sequence of compact operators in
B(X, Y ) is compact, will provide us with a very powerful method of doing this.

Theorem 7.9

If X is a normed space, Y is a Banach space and {Tk} is a sequence in K(X, Y )
which converges to an operator T ∈ B(X, Y ), then T is compact. Thus K(X, Y )
is closed in B(X, Y ).

Proof

Let {xn} be a bounded sequence in X. By compactness, there exists a subse-
quence of {xn}, which we will label {xn(1,r)} (= {xn(1,r)}∞

r=1), such that the
sequence {T1xn(1,r)} converges. Similarly, there exists a subsequence {xn(2,r)}
of {xn(1,r)} such that {T2xn(2,r)} converges. Also, {T1xn(2,r)} converges since it
is a subsequence of {T1xn(1,r)}. Repeating this process inductively, we see that
for each j ∈ N there is a subsequence {xn(j,r)} with the property: for any k ≤ j

the sequence {Tkxn(j,r)} converges. Letting n(r) = n(r, r), for r ∈ N, we ob-
tain a single subsequence {xn(r)} with the property that, for each fixed k ∈ N,
the sequence {Tkxn(r)} converges as r → ∞ (this so-called “Cantor diagonal-
ization” type argument is necessary to obtain a single sequence which works
simultaneously for all the operators Tk, k ∈ N; see [7] for other examples of
such arguments). We will now show that the sequence {Txn(r)} converges. We
do this by showing that {Txn(r)} is a Cauchy sequence, and hence is convergent
since Y is a Banach space.
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Let ε > 0 be given. Since the subsequence {xn(r)} is bounded there exists
M > 0 such that ‖xn(r)‖ ≤ M , for all r ∈ N. Also, since ‖Tk − T‖ → 0, as
k → ∞, there exists an integer K ≥ 1 such that ‖TK −T‖ < ε/3M . Next, since
{TKxn(r)} converges there exists an integer R ≥ 1 such that if r, s ≥ R then
‖TKxn(r) − TKxn(s)‖ < ε/3. But now we have, for r, s ≥ R,

‖Txn(r) − Txn(s)‖ < ‖Txn(r) − TKxn(r)‖ + ‖TKxn(r) − TKxn(s)‖
+ ‖TKxn(s) − Txn(s)‖ < ε,

which proves that {Txn(r)} is a Cauchy sequence. ��

In applications of Theorem 7.9 it is often the case that the operators Tk are
bounded and have finite rank, so are compact by Theorem 7.5. For reference
we state this as the following corollary.

Corollary 7.10

If X is a normed space, Y is a Banach space and {Tk} is a sequence of bounded,
finite rank operators which converges to T ∈ B(X, Y ), then T is compact.

We now give a simple example of how to construct a sequence of finite rank
operators which converge to a given operator T . This process is one of the most
common ways of proving that an operator is compact.

Example 7.11

The operator T ∈ B(�2) defined by T{an} = {n−1an} is compact (Example 4.5
shows that T ∈ B(�2)).

Solution
For each k ∈ N define the operator Tk ∈ B(�2) by

Tk{an} = {bk
n}, where

⎧⎨⎩ bk
n = n−1an, n ≤ k,

bk
n = 0, n > k.

The operators Tk are bounded and linear, and have finite rank. Furthermore,
for any a ∈ �2 we have

‖(Tk − T )a‖2 =
∞∑

n=k+1

|an|2/n2 ≤ (k + 1)−2
∞∑

n=k+1

|an|2 ≤ (k + 1)−2‖a‖2.
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It follows that
‖Tk − T‖ ≤ (k + 1)−1,

and so ‖Tk − T‖ → 0. Thus T is compact by Corollary 7.10. ��

The converse of Corollary 7.10 is not true, in general, when Y is a Banach
space, but it is true when Y is a Hilbert space.

Theorem 7.12

If X is a normed space, H is a Hilbert space and T ∈ K(X, H), then there is
a sequence of finite rank operators {Tk} which converges to T in B(X, H).

Proof

If T itself had finite rank the result would be trivial, so we assume that it does
not. By Lemma 3.25 and Theorem 7.8 the set Im T is an infinite-dimensional,
separable Hilbert space, so by Theorem 3.52 it has an orthonormal basis {en}.
For each integer k ≥ 1, let Pk be the orthogonal projection from Im T onto the
linear subspace Mk = Sp {e1, . . . , ek}, and let Tk = PkT . Since Im Tk ⊂ Mk,
the operator Tk has finite rank. We will show that ‖Tk − T‖ → 0 as k → ∞.

Suppose that this is not true. Then, after taking a subsequence of the se-
quence {Tk} if necessary, there is an ε > 0 such that ‖Tk−T‖ ≥ ε for all k. Thus
there exists a sequence of unit vectors xk ∈ X such that ‖(Tk − T )xk‖ ≥ ε/2
for all k. Since T is compact, we may suppose that Txk → y, for some y ∈ H
(after again taking a subsequence, if necessary). Now, using the representation
of Pm in Corollary 6.53, we have,

(Tk − T )xk = (Pk − I)Txk = (Pk − I)y + (Pk − I)(Txk − y)

= −
∞∑

n=k+1

(y, en)en + (Pk − I)(Txk − y).

Hence, by taking norms we deduce that

ε/2 ≤ ‖(Tk − T )xk‖ ≤
( ∞∑

n=k+1

(y, en)2
)1/2

+ 2‖Txk − y‖

(since ‖Pk‖ = 1, by Theorem 6.51). The right-hand side of this inequality tends
to zero as k → ∞, which is a contradiction, and so proves the theorem. ��

Using these results we can now show that the adjoint of a compact operator
is compact. We first deal with finite rank operators.
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Lemma 7.13

If H is a Hilbert space and T ∈ B(H), then r(T ) = r(T ∗) (either as finite num-
bers or as ∞). In particular, T has finite rank if and only if T ∗ has finite rank.

Proof

Suppose first that r(T ) < ∞. For any x ∈ H, we write the orthogonal de-
composition of x with respect to Ker T ∗ as x = u + v, with u ∈ Ker T ∗ and
v ∈ (Ker T ∗)⊥ = Im T = Im T (since r(T ) < ∞). Thus T ∗x = T ∗(u+v) = T ∗v,
and hence Im T ∗ = T ∗(Im T ), which implies that r(T ∗) ≤ r(T ). Thus,
r(T ∗) ≤ r(T ) when r(T ) < ∞.

Applying this result to T ∗, and using (T ∗)∗ = T , we also see that r(T ) ≤
r(T ∗) when r(T ∗) < ∞. This proves the lemma when both the ranks are finite,
and also shows that it is impossible for one rank to be finite and the other
infinite, and so also proves the infinite rank case. ��

Theorem 7.14

If H is a Hilbert space and T ∈ B(H), then T is compact if and only if T ∗ is
compact.

Proof

Suppose that T is compact. Then by Theorem 7.12 there is a sequence of finite
rank operators {Tn}, such that ‖Tn − T‖ → 0. By Lemma 7.13, each operator
T ∗

n has finite rank and, by Theorem 6.10, ‖T ∗
n −T ∗‖ = ‖Tn −T‖ → 0. Hence it

follows from Corollary 7.10 that T ∗ is compact. Thus, if T is compact then T ∗

is compact. It now follows from this result and (T ∗)∗ = T that if T ∗ is compact
then T is compact, which completes the proof. ��

We end this section by introducing a class of operators which have many
interesting properties and applications.

Definition 7.15

Let H be an infinite-dimensional Hilbert space with an orthonormal basis {en}
and let T ∈ B(H). If the condition

∞∑
n=1

‖Ten‖2 < ∞

holds then T is a Hilbert–Schmidt operator.
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At first sight it seems that this definition might depend on the choice of the
orthonormal basis of H. The following theorem shows that this is not so. The
proof will be left until Exercise 7.8.

Theorem 7.16

Let H be an infinite-dimensional Hilbert space and let {en} and {fn} be or-
thonormal bases for H. Let T ∈ B(H).

(a)
∞∑

n=1

‖Ten‖2 =
∞∑

n=1

‖T ∗fn‖2 =
∞∑

n=1

‖Tfn‖2

(where the values of these sums may be either finite or ∞).
Thus the condition for an operator to be Hilbert–Schmidt does not depend
on the choice of the orthonormal basis of H.

(b) T is Hilbert–Schmidt if and only if T ∗ is Hilbert–Schmidt.

(c) If T is Hilbert–Schmidt then it is compact.

(d) The set of Hilbert–Schmidt operators is a linear subspace of B(H).

It will be shown in Exercise 7.11 that finite rank operators are Hilbert–
Schmidt, but not all compact operators are Hilbert–Schmidt.

EXERCISES

7.1 Show that for any Banach space X the zero operator T0 : X → X,
defined by T0x = 0, for all x ∈ X, is compact.

7.2 Let H be a Hilbert space and let y, z ∈ H. Define T ∈ B(H) by
Tx = (x, y)z (see Exercise 4.11). Show that T is compact.

7.3 Let X, Y be normed vector spaces. Show that T ∈ L(X, Y ) is com-
pact if and only if for any sequence of vectors {xn} in the closed unit
ball B1(0) ⊂ X, the sequence {Txn} has a convergent subsequence.

7.4 Show that an orthonormal sequence {en} in a Hilbert space H cannot
have a convergent subsequence.

7.5 Show that for any Banach spaces X and Y the set of compact op-
erators K(X, Y ) is a Banach space (with the usual operator norm
obtained from B(X, Y )).
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7.6 Show that for any T ∈ B(H), r(T ) = r(T ∗T ).
[Hint: see Exercise 6.5(b).]

7.7 Let H be an infinite-dimensional Hilbert space with an orthonor-
mal basis {en} and let T ∈ B(H). Show that if T is compact then
limn→∞ ‖Ten‖ = 0.

7.8 Prove Theorem 7.16.

7.9 Let H be an infinite-dimensional Hilbert space and let S, T ∈ B(H).
Prove the following results.

(a) If either S or T is Hilbert–Schmidt, then ST is Hilbert–Schmidt.

(b) If T has finite rank then it is Hilbert–Schmidt.
[Hint: use Exercise 3.26 to construct an orthonormal basis of H
consisting of elements of Im T and (ImT )⊥, and use part (a) of
Theorem 7.16, with {en} = {fn}.]

7.10 Let k be a non-zero continuous function on [−π, π] and define the
operator Tk ∈ B(L2[−π, π]) by (Tkg)(t) = k(t)g(t). Show that Tk is
not compact.
[Hint: use Corollary 3.57 and Exercise 7.7.]

7.11 Let H be an infinite-dimensional Hilbert space and let {en}, {fn},
be orthonormal sequences in H. Let {αn} be a sequence in C and
define a linear operator T : H → H by

Tx =
∞∑

n=1

αn(x, en)fn.

Show that:

(a) T is bounded if and only if the sequence {αn} is bounded;

(b) T is compact if and only if limn→∞ αn = 0;

(c) T is Hilbert–Schmidt if and only if
∑∞

n=1 |αn|2 < ∞;

(d) T has finite rank if and only if there exists N ∈ N such that
αn = 0 for n ≥ N .

It follows that each of these classes of operators is strictly contained
in the preceding class. In particular, not all compact operators are
Hilbert–Schmidt.

7.12 Suppose that {αn} is a bounded sequence in C and consider the
operator T ∈ B(H) defined in Exercise 7.11.
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(a) Show that y ∈ Im T if and only if

y =
∞∑

n=1

αnξnfn, for some {ξn} ∈ �2.

Deduce that if infinitely many of the numbers αn are non-zero
and limn→∞ αn = 0 then Im T is not closed.

(b) Show that the adjoint operator T ∗ : H → H is given by

T ∗x =
∞∑

n=1

αn(x, fn)en.

Show also that ImT is dense in H if and only if KerT ∗ = {0}.
Deduce that if H is separable then there exists a compact oper-
ator on H whose range is dense in H but not equal to H.

(c) Show that if the orthonormal sequences {en} and {fn} are the
same and all the numbers αn are real, then T is self-adjoint.

7.13 It was shown in Exercise 7.12 that if H is separable then there exists
a compact operator on H whose range is dense in H. Is this possible
if H is not separable?

7.14 Suppose that (M,d) is a metric space and A ⊂ M . Prove the follow-
ing results.

(a) A is relatively compact if and only if any sequence {an} in A

has a subsequence which converges in M .
[Hint: for the “if” part, consider an arbitrary sequence {xn} in
A and construct a “nearby” sequence {an} in A.]

(b) If B ⊂ A is dense in A then it is dense in A.

(c) If A is compact then, for each r ∈ N, there exists a finite set
Br ⊂ A with the property: for any a ∈ A there exists a point
b ∈ Br such that d(a, b) < r−1.

(d) Deduce from part (c) that if A is compact then it is separable.

7.15 Let X be a separable, infinite-dimensional, normed space and sup-
pose that 0 < α < 1. Show that there exists a sequence of unit
vectors {xn} in X such that ‖xm − xn‖ ≥ α for any m, n ∈ N with
m �= n and Sp {xn} = X.
[Hint: follow the proofs of Theorems 3.40 and 3.52, using Riesz’
lemma (Theorem 2.25) to find the required vector in the inductive
step.]
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7.2 Spectral Theory of Compact Operators

From now on in this chapter we will suppose that H is a complex Hilbert space
and T ∈ K(H) (we require H to be complex in order that we may discuss
spectral theory). If H is finite-dimensional then we know that the spectrum
σ(T ) consists of a non-empty, finite collection of eigenvalues, each having finite
multiplicity (see Definition 1.13). For general operators in infinite-dimensional
spaces the spectrum can be very different, but for compact operators the spec-
trum has many similarities with the finite-dimensional case. Specifically, we
will show that if H is infinite-dimensional then σ(T ) consists of a countable
(possibly empty or finite) collection of non-zero eigenvalues, each having finite
multiplicity, together with the point λ = 0, which necessarily belongs to σ(T )
but need not be an eigenvalue or, if it is, it need not have finite multiplicity.
To describe this structure of σ(T ) the following notation will be convenient.

Definition 7.17

Let K be a Hilbert space and let S ∈ B(K). We define the sets

σp(S) = {λ : λ is an eigenvalue of S},

ρ(S) = C \ σ(S).

The set σp(S) is the point spectrum of S, while ρ(S) is the resolvent set of S.

We begin our discussion of σ(T ) by dealing with the point λ = 0.

Theorem 7.18

If H is infinite-dimensional then 0 ∈ σ(T ). If H is separable then either 0 ∈
σp(T ) or 0 ∈ σ(T ) \ σp(T ) may occur. If H is not separable then 0 ∈ σp(T ).

Proof

If we had 0 ∈ ρ(T ), then T would be invertible. However, since H is infinite-
dimensional this contradicts Corollary 7.7, so we must have 0 ∈ σ(T ). We leave
the remainder of the proof to the exercises (see Exercises 7.16 and 7.17). ��

We now consider the case λ �= 0 and we first prove some preliminary results.

Theorem 7.19

If λ �= 0 then Ker (T − λI) has finite dimension.
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Proof

Suppose that M = Ker (T − λI) is infinite-dimensional. Since the kernel of
a bounded operator is closed (by Lemma 4.11), the space M is an infinite-
dimensional Hilbert space, and there is an orthonormal sequence {en} in M
(by Theorem 3.40). Since en ∈ Ker (T −λI) we have Ten = λen for each n ∈ N,
and since λ �= 0 the sequence {λen} cannot have a convergent subsequence,
since {en} is orthonormal (see Exercise 7.4). This contradicts the compactness
of T , which proves the theorem. ��

Theorem 7.20

If λ �= 0 then Im (T − λI) is closed.

Proof

Let {yn} be a sequence in Im (T − λI), with limn→∞ yn = y. Then for each n

we have yn = (T −λI)xn, for some xn, and since Ker (T −λI) is closed, xn has
an orthogonal decomposition of the form xn = un +vn, with un ∈ Ker (T −λI)
and vn ∈ Ker (T − λI)⊥. We will show that the sequence {vn} is bounded.

Suppose not. Then, after taking a subsequence if necessary, we may suppose
that ‖vn‖ �= 0, for all n, and limn→∞ ‖vn‖ = ∞. Putting wn = vn/‖vn‖,
n = 1, 2, . . . , we have wn ∈ Ker (T − λI)⊥, ‖wn‖ = 1 (so the sequence {wn} is
bounded) and

(T − λI)wn = yn/‖vn‖ → 0,

since {yn} is bounded (because it is convergent). Also, by the compactness of T

we may suppose that {Twn} converges (after taking a subsequence if necessary).
By combining these results it follows that the sequence {wn} converges (since
λ �= 0). Letting w = limn→∞ wn, we see that ‖w‖ = 1 and

(T − λI)w = lim
n→∞(T − λI)wn = 0,

so w ∈ Ker (T − λI). However, wn ∈ Ker (T − λI)⊥ so

‖w − wn‖2 = (w − wn, w − wn) = 1 + 1 = 2,

which contradicts wn → w. Hence the sequence {vn} is bounded.
Now, by the compactness of T we may suppose that {Tvn} converges. Then

vn = λ−1(Tvn − (T −λI)vn) = λ−1(Tvn −yn), for n ∈ N, so the sequence {vn}
converges. Let its limit be v. Then

y = lim
n→∞ yn = lim

n→∞(T − λI)vn = (T − λI)v,

and so y ∈ Im (T − λI). This proves that Im (T − λI) is closed. ��
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Since T ∗ is also compact, Theorems 7.19 and 7.20 also apply to T ∗, and in
particular, the set Im (T ∗−λI) is closed when λ �= 0. Thus, from Corollary 3.36
and Lemma 6.11 we have the following result.

Corollary 7.21

If λ �= 0 then

Im (T − λI) = Ker (T ∗ − λI)⊥, Im (T ∗ − λI) = Ker (T − λI)⊥.

We can now begin to discuss the structure of the non-zero part of σ(T ) and
σ(T ∗) (again, the following results apply to T ∗ as well as to T ).

Theorem 7.22

For any real t > 0, the set of all distinct eigenvalues λ of T with |λ| ≥ t is finite.

Proof

Suppose instead that for some t0 > 0 there is a sequence of distinct eigenvalues
{λn} with |λn| ≥ t0 for all n, and let {en} be a sequence of corresponding unit
eigenvectors. We will now construct, inductively, a particular sequence of unit
vectors {yn}. Let y1 = e1. Now consider any integer k ≥ 1. By Lemma 1.14 the
set {e1, . . . , ek} is linearly independent, thus the set Mk = Sp {e1, . . . , ek} is
k-dimensional and so is closed by Corollary 2.20. Any e ∈ Mk can be written
as e = α1e1 + . . . + αkek, and we have

(T − λkI)e = α1(λ1 − λk)e1 + . . . + αk−1(λk−1 − λk)ek−1,

and so if e ∈ Mk,
(T − λkI)e ∈ Mk−1.

Similarly, if e ∈ Mk,
Te ∈ Mk.

Next, Mk is a closed subspace of Mk+1 and not equal to Mk+1, so the orthog-
onal complement of Mk in Mk+1 is a non-trivial linear subspace of Mk+1.
Hence there is a unit vector yk+1 ∈ Mk+1 such that (yk+1, e) = 0 for all
e ∈ Mk, and ‖yk+1 − e‖ ≥ 1. Repeating this process inductively, we construct
a sequence {yn}.

It now follows from the construction of the sequence {yn} that for any
integers m, n with n > m,

‖Tyn − Tym‖ = |λn| ‖yn − λ−1
n [−(T − λn)yn + Tym]‖ ≥ |λn| ≥ t0,
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since, by the above results, −(T − λn)yn + Tym ∈ Mn−1. This shows that the
sequence {Tyn} cannot have a convergent subsequence. This contradicts the
compactness of T , and so proves the theorem. ��

By taking the union of the finite sets of eigenvalues λ with |λ| ≥ r−1,
r = 1, 2, . . . , we obtain the following corollary of Theorem 7.22.

Corollary 7.23

The set σp(T ) is at most countably infinite. If {λn} is any sequence of distinct
eigenvalues of T then limn→∞ λn = 0.

We note that it is possible for a compact operator T on an infinite-
dimensional space to have no eigenvalues at all, see Exercise 7.17. In that case,
by Theorem 7.18 and Theorem 7.25 below, σ(T ) = {0}.

We will now show that for any compact operator T , all the non-zero points
of σ(T ) must be eigenvalues. Since T ∗ is also compact, it follows from this and
Lemma 6.37 that if λ �= 0 is an eigenvalue of T then λ is an eigenvalue of T ∗. We
will also prove that these eigenvalues have equal and finite multiplicity. These
results are standard in the finite-dimensional setting. We will prove them in
the infinite-dimensional case in two steps:

(a) we consider finite rank operators and reduce the problem to the finite-
dimensional case;

(b) we consider general compact operators and reduce the problem to the finite
rank case.

The following notation will be helpful in the proof of the next lemma. Sup-
pose that X, Y are normed spaces and A ∈ B(X), B ∈ B(Y, X), C ∈ B(X, Y )
and D ∈ B(Y ). We can define an operator M ∈ B(X × Y ) by

M(x, y) = (Ax + By, Cx + Dy),

see Exercise 7.18. This operator may be written in “matrix” form as

M

[
x

y

]
=

[
A B

C D

] [
x

y

]
,

where, formally, we use the standard matrix multiplication rules to evaluate
the matrix product, even though the elements in the matrices are operators or
vectors – this is valid so long as we keep the correct order of the operators and
vectors.
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Lemma 7.24

If T has finite rank and λ �= 0, then either: (a) λ ∈ ρ(T ) and λ ∈ ρ(T ∗); or (b)
λ ∈ σp(T ) and λ ∈ σp(T ∗). Furthermore, n(T − λI) = n(T ∗ − λI) < ∞.

Proof

Let M = Im T and N = Ker T ∗ = M⊥ (by Lemma 6.11). Since M is finite-
dimensional it is closed, so any x ∈ H has an orthogonal decomposition x =
u + v, with u ∈ M, v ∈ N . Using this decomposition, we can identify any
x ∈ H with a unique element (u, v) ∈ M × N , and vice versa (alternatively,
this shows that the space H is isometrically isomorphic to the space M × N ).
Also,

(T − λI)(u + v) = Tu − λu + Tv − λv,

and we have Tu − λu ∈ M, Tv ∈ M and −λv ∈ N . It follows from this that
we can express the action of the operator (T − λI) in matrix form by

(T − λI)
[

u

v

]
=

[
(T − λI)|M T |N

0 −λI|N

] [
u

v

]
,

where (T − λI)|M ∈ B(M), T |N ∈ B(N ,M) and I|N ∈ B(N ) denote the
restrictions of the operators T − λI, T and I to the spaces M and N . We now
write A = (T − λI)|M. It follows from Lemma 1.12 and Corollary 4.45 that
either A is invertible (n(A) = 0) or n(A) > 0, and so, from Exercise 7.18,
either T − λI is invertible or n(T − λI) = n(A) > 0, that is, either λ ∈ ρ(T ) or
λ ∈ σp(T ).

Now let PM, PN denote the orthogonal projections of H onto M, N . Using
I = PM + PN and N = Ker T ∗, we have

(T ∗ − λI)(u + v) = (T ∗ − λI)u − λv = PM(T ∗ − λI)u + PN T ∗u − λv.

Hence T ∗ − λI can be represented in matrix form by

(T ∗ − λI)
[

u

v

]
=

[
PM(T ∗ − λI)|M 0

PN (T ∗)|M −λI|N

] [
u

v

]
.

Also, A∗ = PM(T ∗ − λI)|M ∈ B(M) (see Exercise 7.20). Again by finite-
dimensional linear algebra, n(A∗) = n(A). It now follows from Exercise 7.18
that if n(A) = 0 then T −λI and T ∗ −λI are invertible, while if n(A) > 0 then
n(T − λI) = n(T ∗ − λI) = n(A) > 0, so λ ∈ σp(T ) and λ ∈ σp(T ∗). ��

We now extend the results of Lemma 7.24 to the case of a general compact
operator T .
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Theorem 7.25

If T is compact and λ �= 0, then either: (a) λ ∈ ρ(T ) and λ ∈ ρ(T ∗); or (b)
λ ∈ σp(T ) and λ ∈ σp(T ∗). Furthermore, n(T − λI) = n(T ∗ − λI) < ∞.

Proof

We first reduce the problem to the case of a finite rank operator. By Theo-
rem 7.12 there is a finite rank operator TF on H with ‖λ−1(T − TF )‖ < 1

2 , so
by Theorem 4.40 and Lemma 6.14, the operators S = I − λ−1(T − TF ) and S∗

are invertible. Now, letting G = TF S−1 we see that

T − λI = (G − λI)S, and so T ∗ − λI = S∗(G∗ − λI).

Since S and S∗ are invertible it follows that T − λI and T ∗ − λI are invertible
if and only if G − λI and G∗ − λI are invertible, and n(T − λI) = n(G −
λI), n(T ∗ − λI) = n(G∗ − λI) (see Exercise 7.21). Now, since Im G ⊂ Im TF

the operator G has finite rank, so the first results of the theorem follow from
Lemma 7.24. ��

We now consider the following equations:

(T − λI)x = 0, (T ∗ − λI)y = 0, (7.1)

(T − λI)x = p, (T ∗ − λI)y = q (7.2)

(equations of the form (7.1), with zero right-hand sides, are called homogeneous
while equations of the form (7.2), with non-zero right-hand sides, are called
inhomogeneous). The results of Theorem 7.25 (together with Corollary 7.21)
can be restated in terms of the solvability of these equations.

Theorem 7.26 (The Fredholm Alternative)

If λ �= 0 then one or other of the following alternatives holds.

(a) Each of the homogeneous equations (7.1) has only the solution x = 0, y = 0,
respectively, while the corresponding inhomogeneous equations (7.2) have
unique solutions x, y for any given p, q ∈ H.

(b) There is a finite number mλ > 0 such that each of the homogeneous
equations (7.1) has exactly mλ linearly independent solutions, say xn, yn,
n = 1, . . . , mλ, respectively, while the corresponding inhomogeneous equa-
tions (7.2) have solutions if and only if p, q ∈ H satisfy the conditions

(p, yn) = 0, (q, xn) = 0, n = 1, . . . , mλ. (7.3)
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Proof

The result follows immediately from Theorem 7.25. Alternative (a) corresponds
to the case λ ∈ ρ(T ), while alternative (b) corresponds to the case λ ∈ σp(T ).
In this case, mλ = n(T −λI). It follows from Corollary 7.21 that the conditions
on p, q in (b) ensure that p ∈ Im (T − λI), q ∈ Im (T ∗ − λI), respectively, so
solutions of (7.2) exist. ��

The dichotomy expressed in Theorem 7.26 between unique solvability of the
equations and solvability if and only if a finite set of conditions holds is often
called the Fredholm alternative; this dichotomy was discovered by Fredholm in
his investigation of certain integral equations (which give rise to equations of the
above form with compact integral operators, see Chapter 8). More generally, if
the operator T −λI in (7.1) and (7.2) is replaced by a bounded linear operator S

then S is said to satisfy the Fredholm alternative if the corresponding equations
again satisfy the alternatives in Theorem 7.26. A particularly important feature
of the Fredholm alternative is the following restatement of alternative (a) in
Theorem 7.26.

Corollary 7.27

If λ �= 0 and the equation

(T − λI)x = 0 (7.4)

has only the solution x = 0 then T − λI is invertible, and the equation

(T − λI)x = p (7.5)

has the unique solution x = (T − λI)−1p for any p ∈ H. This solution depends
continuously on p.

Proof

The hypothesis ensures that λ is not an eigenvalue of T , so by alternative (a) of
Theorem 7.26, λ ∈ ρ(T ) and hence T −λI is invertible. The rest of the corollary
follows immediately from this. ��

In essence, Corollary 7.27 states that “uniqueness of solutions of equation
(7.5) implies existence of solutions”. This is an extremely useful result. In many
applications it is relatively easy to prove uniqueness of solutions of a given
equation. If the equation has the form (7.5) and we know that the operator T

is compact then we can immediately deduce the existence of a solution.
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Many problems in applied mathematics can be reduced to solving an equa-
tion of the form

Ru = f, (7.6)
for some linear operator R and some given function (or “data”) f . In order for
this equation to be a reasonable model of a physical situation it should have
certain properties. Hadamard proposed the following definition.

Definition 7.28

Equation (7.6) (or the corresponding physical model) is said to be well-posed
if the following properties hold:

(a) A solution u exists for every f .

(b) The solution u is unique for each f .

(c) The solution u depends continuously on f in a suitable sense.

The motivation for properties (a) and (b) is fairly clear – the model will not
be very useful if solutions do not exist or there are several solutions. The third
property is motivated by the fact that in any physical situation the data f will
not be known precisely, so it is desirable that small variations in the data should
not produce large variations in the predicted solution. However, the statements
of properties (a)–(c) in Definition 7.28 are rather vague mathematically. For
instance, what does “for every f” mean, and what is a “suitable sense” for
continuous dependence of the solution. These properties are usually made more
precise by choosing, for instance, suitable normed or Banach spaces X, Y and a
suitable operator R ∈ B(X, Y ) with which to represent the problem. The space
Y usually incorporates desirable features of the data being modelled, while X

incorporates corresponding desirable features of the solution being sought. In
such a set-up it is clear that equation (7.6) being well-posed is equivalent to
the operator R being invertible, and this is often proved using Corollary 7.27.

We now investigate rather more fully the nature of the set of solutions of
equation (7.5) and the dependence of these solutions on p in the case where
alternative (b) holds in Theorem 7.26.

Theorem 7.29

Suppose that λ �= 0 is an eigenvalue of T . If p ∈ Im (T −λI) (that is, p satisfies
(7.3)) then equation (7.5) has a unique solution Sλ(p) ∈ Ker (T − λI)⊥. The
function Sλ : Im (T − λI) → Ker (T − λI)⊥ is linear and bounded, and the set
of solutions of (7.5) has the form

Sλp + Ker (T − λI). (7.7)
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Proof

Since p ∈ Im (T −λI) there exists a solution x0 of (7.5). Let P be the orthogonal
projection of H onto Ker (T −λI)⊥, and let u0 = Px0. Then x0−u0 ∈ Ker (T −
λI), and so (T−λI)u0 = (T−λI)x0 = p. Therefore, u0 is also a solution of (7.5),
and any vector of the form u0 + z, with z ∈ Ker (T −λI), is a solution of (7.5).
On the other hand, if x is a solution of (7.5) then (T −λI)(u0 −x) = p−p = 0,
so u0−x ∈ Ker (T −λI), and hence x has the form x = u0+z, z ∈ Ker (T −λI).
Thus the set of solutions of (7.5) has the form (7.7).

Next, it can be shown (see Exercise 7.23) that u0 ∈ Ker (T−λI)⊥ is uniquely
determined by p so we may define a function Sλ : Im (T −λI) → Ker (T −λI)⊥

by Sλ(p) = u0, for p ∈ Im (T − λI). Using uniqueness, it can now be shown
that the function Sλ is linear (see Exercise 7.23).

Finally, suppose that Sλ is not bounded. Then there exists a sequence of unit
vectors {pn}, such that ‖Sλpn‖ �= 0, for all n ∈ N, and limn→∞ ‖Sλpn‖ = ∞.
Putting wn = ‖Sλpn‖−1Sλpn, we see that wn ∈ Ker (T − λI)⊥, ‖wn‖ = 1 and
(T − λI)wn = ‖Sλpn‖−1pn → 0 as n → ∞. Now, exactly as in the second
paragraph of the proof of Theorem 7.20, we can show that these properties
lead to a contradiction, which proves the result. ��

Theorem 7.29 shows that the solution Sλp satisfies ‖Sλp‖ ≤ C‖p‖, for some
constant C > 0. However, such an inequality cannot hold for all solutions x of
(7.5) since there are solutions x of the form Sλp + z, with z ∈ Ker (T − λI)
having arbitrarily large ‖z‖.

EXERCISES

7.16 Show that if H is not separable then 0 ∈ σp(T ) for any compact
operator T on H.
[Hint: use Exercise 3.19 and Theorem 7.8.]

7.17 Define operators S, T ∈ B(�2) by

Sx =
(
0,

x1

1
,
x2

2
,
x3

3
, . . .

)
, Tx =

(x2

1
,
x3

2
,
x4

3
, . . .

)
.

Show that these operators are compact, σ(S) = {0}, σp(S) = ø, and
σ(T ) = σp(T ) = {0}. Show also that ImS is not dense in �2, but
Im T is dense.
[Hint: see Example 6.35.]

7.18 Suppose that X, Y are normed spaces and A ∈ B(X), B ∈ B(Y, X),
C ∈ B(X, Y ) and D ∈ B(Y ). Let (x, y) ∈ X × Y (recall that



7. Compact Operators 225

the normed space X × Y was defined in Example 2.8), and define
M(x, y) = (Ax + By, Cx + Dy). Show that M ∈ B(X × Y ).

Now suppose that D = IY is the identity on Y , and consider the
operators on X × Y represented by the matrices

M1 =
[

A B

0 IY

]
, M2 =

[
A 0
C IY

]

(here, 0 denotes the zero operator on the appropriate spaces). Show
that if A is invertible then M1 and M2 are invertible.
[Hint: use the operator A−1 to explicitly construct matrix inverses
for M1 and M2.]

Show also that if A is not invertible then KerM1 = (KerA) × {0}.
Find a similar representation for KerM2.

7.19 Suppose that M and N are Hilbert spaces, so that M × N is a
Hilbert space with the inner product defined in Example 3.10 (see
Exercise 3.11). Show that if M ∈ B(M × N ) is an operator of the
form considered in Exercise 7.18, then the adjoint operator M∗ has
the matrix form

M∗ =
[

A∗ C∗

B∗ D∗

]
.

7.20 Prove that A∗ = PM(T ∗ − λI)M in the proof of Lemma 7.24.

7.21 Let X be a normed space and S, A ∈ B(X), with A invertible. Let
T = SA. Show that:

(a) T is invertible if and only if S is;

(b) n(T ) = n(S).

Show that these results also hold if T = AS.

7.22 Suppose that T is a compact operator on a Hilbert space H. Show
that if r(T ) is finite then σ(T ) is a finite set.

7.23 Show that for p ∈ Im (T − λI) the solution u0 ∈ (Ker (T − λI))⊥ of
(7.5) constructed in the proof of Theorem 7.29 is the unique solution
lying in the subspace (Ker (T −λI))⊥. Hence show that the function
Sλ constructed in the same proof is linear.
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7.3 Self-adjoint Compact Operators

Throughout this section we will suppose that H is a complex Hilbert space
and T ∈ B(H) is self-adjoint and compact. In this case the previous results
regarding the spectrum of T can be considerably improved. In a sense, the
main reason for this is the following rather trivial-seeming lemma. We first
need a definition.

Definition 7.30

Let X be a vector space and let S ∈ L(X). A linear subspace W ⊂ X is said
to be invariant under S if S(W ) ⊂ W .

Lemma 7.31

Let K be a Hilbert space and let S ∈ B(K) be self-adjoint. If M is a closed
linear subspace of K which is invariant under S then M⊥ is also invariant under
S.

Proof

For any u ∈ M and v ∈ M⊥ we have (Sv, u) = (v, Su) = 0 (since S is self-
adjoint and Su ∈ M), so Sv ∈ M⊥, and hence S(M⊥) ⊂ M⊥, which proves
the lemma. ��

This lemma will enable us to “split up” or decompose a self-adjoint operator
and look at its action on various linear subspaces M ⊂ H, and also on the
orthogonal complements M⊥. For a general operator S ∈ B(H), even if S

is invariant on M it need not be invariant on M⊥, so this strategy fails in
general. However, Lemma 7.31 ensures that this works for self-adjoint T . The
main subspaces that we use to decompose T will be KerT and Im T (since
0 ∈ Ker T and ImT ⊂ Im T , it is clear that both these spaces are invariant
under T ). Since T is self-adjoint it follows from Corollary 3.36 and Lemma 6.11
that

Im T = (KerT )⊥. (7.8)

From now on, P will denote the orthogonal projection of H onto Im T . It then
follows from (7.8) that I −P is the orthogonal projection onto KerT . Also, the
space Im T is a separable Hilbert space (separability follows from Theorem 7.8).
We will see that we can construct an orthonormal basis of Im T consisting of
eigenvectors of T (regardless of whether H is separable). Since the restriction
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of T to the space KerT is trivial, this will give a complete representation of
the action of T on H.

Note that equation (7.8) certainly need not hold if T is not self-adjoint –
consider the operator on C

2 whose matrix is[
0 1
0 0

]
. (7.9)

We saw above that a general compact operator need have no non-zero eigen-
value. This cannot happen when T is a non-zero, self-adjoint, compact operator.

Theorem 7.32

At least one of the numbers ‖T‖, −‖T‖, is an eigenvalue of T .

Proof

If T is the zero operator the result is trivial so we may suppose that T is
non-zero. By Theorem 6.43 at least one of ‖T‖ or −‖T‖ is in σ(T ), so by
Theorem 7.25 this point must belong to σp(T ). ��

We can summarize what we know at present about the spectrum of T in
the following theorem.

Theorem 7.33

The set of non-zero eigenvalues of T is non-empty and is either finite or consists
of a sequence which tends to zero. Each non-zero eigenvalue is real and has finite
multiplicity. Eigenvectors corresponding to different eigenvalues are orthogonal.

Proof

Most of the theorem follows from Corollary 7.23 and Theorems 6.43, 7.19
and 7.32. To prove the final result, suppose that λ1, λ2 ∈ R, are distinct eigen-
values with corresponding eigenvectors e1, e2. Then, since T is self-adjoint

λ1(e1, e2) = (Te1, e2) = (e1, T e2) = λ2(e1, e2),

which, since λ1 �= λ2, implies that (e1, e2) = 0. ��

In view of Theorem 7.33 we can now order the eigenvalues of T in the form
of a non-empty, finite list λ1, . . . , λJ , or a countably infinite list λ1, λ2, . . . , in
such a way that |λn| decreases as n increases and each eigenvalue λn is repeated
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in the list according to its multiplicity (more precisely, if λ is an eigenvalue
of T with multiplicity mλ > 0, then λ is repeated exactly mλ times in the
list). Furthermore, for each n we can use the by the Gram–Schmidt algorithm
to construct an orthonormal basis of each space Ker (T − λnI) consisting of
exactly mλn eigenvectors. Thus, listing the eigenvectors so constructed in the
same order as the eigenvalues, we obtain a list of corresponding eigenvectors of
the form e1, . . . , eJ or e1, e2, . . . . By the construction, eigenvectors in this list
corresponding to the same eigenvalue are orthogonal, while by Theorem 7.33,
eigenvectors corresponding to different eigenvalues are orthogonal. Hence the
complete list is an orthonormal set.

At present we do not know how many non-zero eigenvalues there are. To
deal with both the finite and infinite case we will, for now, denote this number
by J , where J may be a finite integer or “J = ∞”, and we will write the above
lists in the form {λn}J

n=1, {en}J
n=1. We will show that J is, in fact, equal to

r(T ), the rank of T (which may be finite or ∞ here). We will also show that
{en}J

n=1 is an orthonormal basis for the Hilbert space Im T .

Theorem 7.34

The number of non-zero eigenvalues of T (repeated according to multiplicity)
is equal to r(T ). The set of eigenvectors {en}r(T )

n=1 constructed above is an or-
thonormal basis for Im T and the operator T has the representation,

Tx =
r(T )∑
n=1

λn(x, en)en, (7.10)

where {λn}r(T )
n=1 is the set of non-zero eigenvalues of T .

Proof

Let M = Sp {en}J
n=1, so that {en}J

n=1 is an orthonormal basis for M (by
Theorem 3.47). We will show that M = Im T , and hence we must have J = r(T )
(in either the finite or infinite case). Recall that if r(T ) < ∞ then Im T is closed,
so Im T = Im T .

By Theorem 3.47, for any u ∈ M we have u =
∑J

n=1 αnen, where αn =
(u, en), n = 1, . . . , J . Thus, if J = ∞,

u = lim
k→∞

k∑
n=1

αnλ−1
n Ten = lim

k→∞
T
( k∑

n=1

αnλ−1
n en

)
∈ Im T ,

and so M ⊂ Im T ; a similar argument holds when J is finite (without the
limits). From this we obtain KerT = Im T

⊥ ⊂ M⊥ (by (7.8) and Lemma 3.29).
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We will now show that M⊥ ⊂ Ker T , which implies that M⊥ = Ker T , and
hence M = M⊥⊥ = Im T (by Corollary 3.35 and (7.8)), which is the desired
result.

If J = ∞ and u ∈ M, we have

Tu = T
(

lim
k→∞

k∑
n=1

αnen

)
= lim

k→∞

k∑
n=1

αnTen = lim
k→∞

k∑
n=1

λnαnen

=
∞∑

n=1

λnαnen ∈ M,

and again a similar calculation holds (without the limits) if J < ∞. Thus M is
invariant under T . Lemma 7.31 now implies that N = M⊥ is invariant under
T . Let TN denote the restriction of T to N . It can easily be checked that TN is
a self-adjoint, compact operator on the Hilbert space N , see Exercise 7.24. Now
suppose that TN is not the zero operator on N . Then by Theorem 7.32, TN must
have a non-zero eigenvalue, say λ̃, with corresponding non-zero eigenvector
ẽ ∈ N , so by definition, T ẽ = TN ẽ = λ̃ẽ. However, this implies that λ̃ is a
non-zero eigenvalue of T , so we must have λ̃ = λn, for some n, and ẽ must
belong to the subspace spanned by the eigenvectors corresponding to λn. But
this subspace lies in M, so ẽ ∈ M which contradicts ẽ ∈ N = M⊥ (since
ẽ �= 0). Thus TN must be the zero operator. In other words, Tv = TN v = 0
for all v ∈N, or M⊥ = N ⊂ Ker T , which is what we asserted above, and so
completes the proof that M = Im T .

Finally, for any x ∈ H we have (I − P )x ∈ M⊥ so

(x, en) = (Px + (I − P )x, en) = (Px, en), (7.11)

for all n (since en ∈ M), and hence

Tx = T (Px + (I − P )x) = TPx =
J∑

n=1

λn(Px, en)en =
J∑

n=1

λn(x, en)en,

by the above calculation. ��

The representation (7.10) of the self-adjoint operator T is an infinite-
dimensional version of the well-known result in finite dimensional linear algebra
that a self-adjoint matrix can be diagonalized by choosing a basis consisting of
eigenvectors of the matrix.

The orthonormal set of eigenvectors {en}r(T )
n=1 constructed above is an or-

thonormal basis for the space Im T but not for the whole space H, unless
Im T = H. By (7.8) and Lemma 3.29, this holds when KerT = {0}, that is,
when T is one-to-one, so we have the following result.
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Corollary 7.35

If Ker T = {0} then the set of eigenvectors {en}r(T )
n=1 is an orthonormal basis

for H. In particular, if H is infinite-dimensional and KerT = {0} then T has
infinitely many distinct eigenvalues.

If H is separable we can also obtain a basis of H consisting of eigenvectors
of T , even when Ker T �= {0}.

Corollary 7.36

Suppose that H is separable. Then there exists an orthonormal basis of H
consisting entirely of eigenvectors of T . This basis has the form {en}r(T )

n=1 ∪
{zm}n(T )

m=1, where {en}r(T )
n=1 is an orthonormal basis of Im T and {zm}n(T )

m=1 is an
orthonormal basis of KerT .

Proof

Since H is separable, Ker T is a separable Hilbert space (by Lemma 3.25 and
Exercise 3.25), so by Theorem 3.52 there is an orthonormal basis for KerT ,
which we write in the form {zm}n(T )

m=1 (where n(T ) may be finite or infinite).
By definition, for each m we have Tzm = 0, so zm is an eigenvector of T

corresponding to the eigenvalue λ = 0. Now, the union E = {en}r(T )
n=1 ∪{zm}n(T )

m=1
is a countable orthonormal set in H. In fact, it is a basis for H. To see this,
notice that by Theorem 3.47 we have

x = Px + (I − P )x =
r(T )∑
n=1

(Px, en)en +
n(T )∑
m=1

((I − P )x, zm)zm

=
r(T )∑
n=1

(x, en)en +
n(T )∑
m=1

(x, zm)zm,

using (7.11) and, similarly, ((I − P )x, zm) = (x, zm) for each m. Hence, by
Theorem 3.47 again, E is an orthonormal basis for H. ��

In Theorem 7.26 we discussed the existence of solutions of the equations
(7.5) for the case of a general compact operator T . When T is self-adjoint we
can use the representation of T in (7.10) to give a corresponding representation
of the solutions.
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Theorem 7.37

Let {λn}r(T )
n=1 and {en}r(T )

n=1 be the set of non-zero eigenvalues of T and the
corresponding orthonormal set of eigenvectors constructed above. Then for any
λ �= 0, one of the following alternatives holds for the equation

(T − λI)x = p. (7.12)

(a) If λ is not an eigenvalue then equation (7.12) has a unique solution, and
this solution has the form

x =
r(T )∑
n=1

(p, en)
λn − λ

en − 1
λ

(I − P )p. (7.13)

(b) If λ is an eigenvalue then, letting E denote the set of integers n for which
λn = λ, equation (7.12) has a solution if and only if

(p, en) = 0, n ∈ E. (7.14)

If (7.14) holds then the set of solutions of (7.12) has the form

x =
r(T )∑
n=1
n
∈E

(p, en)
λn − λ

en − 1
λ

(I − P )p + z, (7.15)

where z =
∑

n∈E αnen is an arbitrary element of Ker (T − λI).

Proof

The existence of solutions of (7.12) under the stated conditions follows from
Theorem 7.26. To show that the solutions have the stated form we note that
since {en}r(T )

n=1 is an orthonormal basis for Im T = (KerT )⊥, we have

x =
r(T )∑
n=1

(x, en)en + (I − P )x, p =
r(T )∑
n=1

(p, en)en + (I − P )p,

(using (7.11)) and hence, from (7.12),

(T − λI)x =
r(T )∑
n=1

(x, en)(λn − λ)en − λ(I − P )x =
r(T )∑
n=1

(p, en)en + (I − P )p.

Taking the inner product of both sides of this formula with ek, for any 1 ≤ k ≤
r(T ), and assuming that λ is not an eigenvalue we have

(x, ek)(λk − λ) = (p, ek) and so (x, ek) =
(p, ek)
λk − λ

. (7.16)
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Also, taking the orthogonal projection of both sides of the above formula onto
Ker T yields

−λ(I − P )x = (I − P )p.

The formula (7.13) now follows immediately from these two results. This proves
alternative (a). The proof of alternative (b) is similar. Notice that when k ∈ E,
conditions (7.14) ensure that the first equation in (7.16) is satisfied by arbitrary
coefficients (x, ek) = αk say (and we avoid the difficulty caused by the term
λn − λ in the denominator). The corresponding term αkek contributes to the
arbitrary element in Ker (T − λI) in the expression for the solution x. ��

EXERCISES

7.24 Suppose that H is a Hilbert space, T ∈ B(H) is a self-adjoint, com-
pact operator on H and N is a closed linear subspace of H which is
invariant under T . Let TN denote the restriction of T to N . Show
that TN is a self-adjoint, compact operator on the Hilbert space N .

7.25 Let {λn} be a sequence of non-zero real numbers which tend to zero.
Show that if H is an infinite-dimensional Hilbert space then there
exists a self-adjoint, compact operator on H whose set of non-zero
eigenvalues is the set {λn}.
[Hint: see Exercise 7.11.]

7.26 If S ∈ B(H) is a positive, compact operator then Lemma 6.46 shows
that any eigenvalue of S is positive, while Theorem 6.58 constructs
a positive square root R of S. Using the notation of Theorem 7.34,
define R̃ ∈ L(H) by

R̃x =
r(S)∑
n=1

√
λn(x, en)en.

Show that R̃ is a positive, compact square root of S (and so equals
R by the uniqueness result in Theorem 6.58). Are there other square
roots of S? If so, are they positive?

7.27 (Singular value decomposition.) Recall that if S ∈ B(H) is a com-
pact operator (S need not be self-adjoint) then the operator S∗S is
positive, Ker S∗S = Ker S and r(S) = r(S∗S), by Example 6.47 and
Exercises 6.5 and 7.6. Let {λn}r(S)

n=1 be the non-zero (hence positive)
eigenvalues of the positive operator S∗S, and let {en}r(S)

n=1 be the
corresponding orthonormal set of eigenvectors. For n = 1, . . . , r(S),
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let µn =
√

λn (taking the positive square roots). Show that there
exists an orthonormal set {fn}r(S)

n=1 , in H, such that

Sen = µnfn, S∗fn = µnen, n = 1, . . . , r(S) (7.17)

and

Sx =
r(S)∑
n=1

µn(x, en)fn, (7.18)

for any x ∈ H. The real numbers µn, n = 1, . . . , r(S), are called
the singular values of S and the formula (7.18) is called the singular
value decomposition of S (if 0 is an eigenvalue of S∗S then 0 is also
a singular value of S, but this does not contribute to the singular
value decomposition (7.18)).

Show that if S is self-adjoint then the non-zero singular values of S

are the absolute values of the eigenvalues of S.

7.28 It follows from Exercise 7.27 that any compact operator S on a
Hilbert space H has the form discussed in Exercises 7.11 and 7.12.
In fact, the operators discussed there seem to be more general since
the numbers αn may be complex, whereas the numbers µn in Exer-
cise 7.27 are real and positive. Are the operators in Exercises 7.11
and 7.12 really more general?

7.29 Obtain the singular value decomposition of the operator on C
2 rep-

resented by the matrix (7.9).

7.30 Let H be an infinite-dimensional Hilbert space with an orthonormal
basis {gn}, and let S be a Hilbert–Schmidt operator on H (see Defi-
nition 7.15), with singular values {µn}r(S)

n=1 (where r(S) may be finite
or infinite). Show that

r(S)∑
n=1

‖Sgn‖2 =
r(S)∑
n=1

µ2
n.

7.31 Show that if S is a compact operator on a Hilbert space H with
infinite rank then ImS is not closed.
[Hint: use Exercises 7.12 and 7.27.]



 
 
 
 
 
 
 
 



8
Integral and Differential Equations

In this chapter we consider two of the principal areas of application of the
theory of compact operators from Chapter 7. These are the study of integral
and differential equations. Integral equations give rise very naturally to com-
pact operators, and so the theory can be applied almost immediately to such
equations. On the other hand, as we have seen before, differential equations
tend to give rise to unbounded linear transformations, so the theory of com-
pact operators cannot be applied directly. However, with a bit of effort the
differential equations can be transformed into certain integral equations whose
corresponding linear operators are compact. In effect, we construct compact
integral operators by “inverting” the unbounded differential linear transforma-
tions, and we apply the theory to these integral operators. Thus, in a sense,
the theory of differential equations which we will consider is a consequence of
the theory of integral equations. We therefore consider integral equations first.

8.1 Fredholm Integral Equations

We have already looked briefly at integral operators acting in the Banach space
X = C[a, b], a, b ∈ R, in Examples 4.7 and 4.41. However, we will now consider
such operators more fully, using also the space H = L2[a, b]. For many purposes
here the space H is more convenient than X because H is a Hilbert space
rather than a Banach space, so all the results of Chapter 7 are available in this
setting. Throughout this chapter (· , ·) will denote the usual inner product on
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L2[a, b]. However, to distinguish between the norms on H and X, these will be
denoted by ‖ · ‖H and ‖ · ‖X respectively. We use a similar notation for norms
of operators on these spaces. We will also need the following linear subspaces
of X. For k = 1, 2, . . . , let

Ck[a, b] = {u ∈ C[a, b] : u(n) ∈ C[a, b], n = 1, . . . , k},

where u(n) denotes the nth derivative of u. These subspaces can be given norms
which turn them into Banach spaces in their own right, but we will merely
consider them as subspaces of X.

We note that, since we will be using the spectral theory from Chapter 7, it
will be assumed throughout this chapter, unless otherwise stated, that all the
spaces used are complex. Of course, in many situations one has “real” equations
and real-valued solutions are desired. In many cases it can easily be deduced
(often by simply taking a complex conjugate) that the solutions we obtain in
complex spaces are in fact real-valued. An example of such an argument is
given in Exercise 8.1. Similar arguments work for the equations discussed in
the following sections, but for brevity we will not consider this further.

We define the sets

Ra,b = [a, b] × [a, b] ⊂ R
2,

∆a,b = {(s, t) ∈ Ra,b : t ≤ s}

(geometrically, Ra,b is a rectangle in the plane R
2 and ∆a,b is a triangle in

Ra,b). Suppose that k : Ra,b → C is continuous. For each s ∈ [a, b] we define the
function ks ∈ X by ks(t) = k(s, t), t ∈ [a, b] (see the solution of Example 4.7).
Also, we define numbers M, N by

M = max{|k(s, t)| : (s, t) ∈ Ra,b},

N2 =
∫ b

a

∫ b

a

|k(s, t)|2 ds dt =
∫ b

a

{ ∫ b

a

|ks(t)|2 dt
}

ds =
∫ b

a

‖ks‖2
H dt.

Now, for any u ∈ H, define a function f : [a, b] → C by

f(s) =
∫ b

a

k(s, t)u(t) dt. (8.1)

Lemma 8.1

For any u ∈ H the function f defined by (8.1) belongs to X ⊂ H. Furthermore,

‖f‖X ≤ M(b − a)1/2‖u‖H, (8.2)

‖f‖H ≤ N‖u‖H. (8.3)
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Proof

Suppose that ε > 0 and s ∈ [a, b]. Choosing δ > 0 as in the solution of Ex-
ample 4.7 and following that solution, we find that for any s′ ∈ [a, b], with
|s − s′| < δ,

|f(s) − f(s′)| ≤
∫ b

a

|k(s, t) − k(s′, t)||u(t)| dt ≤ ‖ks − ks′‖H‖u‖H

≤ ε(b − a)1/2‖u‖H,

by the Cauchy–Schwarz inequality (note that we are using the L2[a, b] norm
here rather than the C[a, b] norm used in Example 4.7). This shows that f is
continuous. A similar calculation shows that

|f(s)| ≤
∫ b

a

|k(s, t)||u(t)| dt ≤ ‖ks‖H‖u‖H,

from which we can derive (8.2), and also∫ b

a

|f(s)|2 ds ≤ ‖u‖2
H

∫ b

a

‖ks‖2
H ds,

from which we obtain (8.3). ��

By Lemma 8.1 we can now define an operator K : H → H by putting
Ku = f , for any u ∈ H, where f is defined by (8.1). It can readily be verified
that K is linear and, by Lemma 8.1, K is bounded with

‖K‖H ≤ N.

The operator K is called a Fredholm integral operator (or simply an integral
operator), and the function k is called the kernel of the operator K. This is
a different usage of the term “kernel” to its previous use to denote the kernel
(null-space) of a linear operator. Unfortunately, both these terminologies are
well established. To avoid confusion, from now on we will use the term “kernel”
to mean the above kernel function of an integral operator, and we will avoid
using it in the other sense. However, we will continue to use the notation KerT

to denote the null-space of an operator T .
If we regard f as known and u as unknown then (8.1) is called an integral

equation. In fact, this type of equation is known as a first kind Fredholm integral
equation. A second kind Fredholm integral equation is an equation of the form

f(s) = u(s) − µ

∫ b

a

k(s, t)u(t) dt, s ∈ [a, b], (8.4)
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where 0 �= µ ∈ C. Equations (8.1) and (8.4) can be written in operator form as

Ku = f, (8.5)

(I − µK)u = f. (8.6)

It will be seen below that there is an extensive and satisfactory theory of
solvability of second kind equations, based on the results of Chapter 7, while
the theory for first kind equations is considerably less satisfactory.

Remark 8.2

In the L2[a, b] setting it is not necessary for the kernel k to be a continuous
function. Assuming that k is square integrable on the region Ra,b would suf-
fice for most of the results below, and many such operators arise in practice.
However, Lemma 8.1 would then be untrue, and rather more Lebesgue measure
and integration theory than we have outlined in Chapter 1 would be required
even to show that the formula (8.1) defines a reasonable (measurable) function
f in this case. It would also be more difficult to justify the various integral
manipulations which will be performed below. Since all our applications will
have continuous kernels we will avoid these purely measure-theoretic difficulties
by assuming throughout that k is continuous. Standard Riemann integration
theory will then (normally) suffice. This assumption also has a positive benefit
(in addition to avoiding Lebesgue integration theory) in that it will enable us
to prove Theorem 8.12 below, which would be untrue for general L2 kernels k,
and which will strengthen some results in the following sections on differential
equations.

One of the most important properties of K is that it is compact. Once we
have shown this we can apply the theory from Chapter 7 to the operator K

and to equations (8.5) and (8.6).

Theorem 8.3

The integral operator K : H → H is compact.

Proof

We will show that K is a Hilbert–Schmidt operator, and hence is compact (see
Theorem 7.16). Let {en} be an orthonormal basis for H (such a basis exists,
see Theorem 3.54 for instance). For each s ∈ [a, b] and n ∈ N,

(Ken)(s) =
∫ b

a

k(s, t)en(t) dt = (ks, en),
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where en is the complex conjugate of en. By Theorem 3.47, the sequence {en}
is also an orthonormal basis and

∞∑
n=1

‖Ken‖2
H =

∞∑
n=1

∫ b

a

|(ks, en)|2 ds =
∫ b

a

∞∑
n=1

|(ks, en)|2 ds

=
∫ b

a

‖ks‖2
H ds < ∞,

which completes the proof. We note that, by Lemma 8.1, each term |(ks, en)|2
is continuous in s and non-negative, so the above analytic manipulations can
be justified using Riemann integration. ��

In Chapter 7 the adjoint of an operator played an important role. We now
describe the adjoint, K∗, of the operator K.

Theorem 8.4

The adjoint operator K∗ : H → H of K is given by the formula

(K∗v)(t) =
∫ b

a

k(s, t)v(s) ds,

for any v ∈ H.

Proof

For any u, v ∈ H,

(Ku, v) =
∫ b

a

{ ∫ b

a

k(s, t)u(t) dt
}

v(s) ds =
∫ b

a

u(t)
{ ∫ b

a

k(s, t)v(s) ds
}

dt

= (u, K∗v),

by the definition of the adjoint (see also the remark below). Since u and v are
arbitrary this proves the result. ��

Remark 8.5

The change of order of the integrations in the above proof is not trivial for
general functions u, v ∈ L2[a, b]. It follows from a general theorem in Lebesgue
integration called Fubini’s theorem, see Theorem 6.7 in [4] or Theorem 2.4.17
in [8]. However, we can avoid using Fubini’s theorem by the following method,
which is commonly used in proving results in L2 and other spaces. Let X be a
normed space and suppose that we can choose a dense subset Y ⊂ X consisting
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of “nice” elements y for which it is relatively easy to prove the required formula.
We then extend this to the whole space by letting x ∈ X be arbitrary and
choosing a sequence {yn} in Y with yn → x and taking limits in the formula.
Assuming that the formula has suitable continuity properties this procedure
will be valid (see Corollary 1.29). For instance, in the above case the dense
set we choose is the set of continuous functions (by Theorem 1.62 this set is
dense in L2[a, b]). For continuous functions u, v the above proof only requires
the theory of Riemann integration. Now, for any u, v ∈ H, choose sequences
of continuous functions {un}, {vn} such that un → u, vn → v. The desired
result holds for all un, vn, so taking the limit and using the continuity of the
integral operators and the inner product then gives the result for u, v ∈ H. Of
course we have not entirely avoided the use of Lebesgue integration theory by
this method since we needed to know that the set of continuous functions is
dense in H (Theorem 1.62).

Definition 8.6

If k(s, t) = k(t, s), for all s, t ∈ [a, b], then k is Hermitian. If k is real-valued
and Hermitian then k is symmetric.

Corollary 8.7

If k is Hermitian (or symmetric) then the integral operator K is self-adjoint.

We can now apply the general results of Chapter 7 to equations (8.5) and
(8.6). We begin by considering the first kind equation (8.5). Since K is compact
it follows from Corollary 7.7 that K is not invertible in B(H). Thus, in the
terminology of Chapter 7, equation (8.5) is not well-posed, that is, for a given
f ∈ H, the equation may not have a solution, or, if it does, this solution may
not depend continuously on f . First kind equations are not completely devoid
of interest and they do arise in certain applications. However, their theory is
considerably more delicate than that of second kind equations, and we will not
consider them further here.

Next we consider the second kind equation (8.6). We first observe that, al-
though it is conventional to write equation (8.6) in the above form, the position
of the parameter µ in (8.6) is slightly different to that of λ in the equations
considered in Chapter 7, see (7.1) and (7.2) in particular. We thus make the
following definition.
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Definition 8.8

Let V be a vector space and T ∈ L(V ). A scalar µ ∈ F is a characteristic value
of T if the equation v − µTv = 0 has a non-zero solution v ∈ V . Characteristic
values of matrices are defined similarly.

Note that, for any T , the point µ = 0 cannot be a characteristic value of T ,
and µ �= 0 is a characteristic value of T if and only if λ = µ−1 is an eigenvalue
of T . Thus there is a one-to-one correspondence between characteristic values
and non-zero eigenvalues of T .

Now, the homogeneous version of (8.6) can be written as (I − µK)u = 0 so
µ is a characteristic value of K if this equation has a non-zero solution u (note
that here, “non-zero” u means non-zero as an element of X or H, that is, u �≡ 0
– it does not mean that u(s) �= 0 for all s ∈ [a, b]). We can therefore explain the
distinction between first and second kind equations by the observation that the
first kind equation (8.5) corresponds to the (“bad”) case λ = 0 in Chapter 7,
while the second kind equation (8.6) corresponds to the (“good”) case λ �= 0.

With these remarks in mind, the results of Chapter 7 can easily be applied
to equation (8.6). In particular, Theorem 7.26 yields the following result.

Theorem 8.9

For any fixed µ ∈ C the Fredholm alternative holds for the second kind Fred-
holm integral equation (8.6). That is, either (a) µ is not a characteristic value of
K and the equation has a unique solution u ∈ H for any given f ∈ H; or (b) µ

is a characteristic value of K and the corresponding homogeneous equation has
non-zero solutions, while the inhomogeneous equation has (non-unique) solu-
tions if and only if f is orthogonal to the subspace Ker (I −µK∗). Furthermore,
if the kernel k is Hermitian then the results of Section 7.3 also apply to (8.6).

Remark 8.10

The dichotomy between first and second kind equations (that is, between λ = 0
and λ �= 0) may still seem somewhat mysterious. Another way of seeing why
there is such a distinction is to note that, by Lemma 8.1, the range of K consists
of continuous functions. Clearly, therefore, equation (8.5) cannot have a solution
if f is discontinuous. Now, although the set of continuous functions is dense in
L2[a, b], there is a well-defined sense in which there are more discontinuous than
continuous functions in L2[a, b] (it is very easy to turn a continuous function
into a discontinuous function – just change the value at a single point; it is not so
easy to go the other way in general). Thus (8.5) is only solvable for a “small”,
but dense, set of functions f . This is reflected in the lack of well-posedness
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of this equation. On the other hand, rearranging (8.6) merely leads to the
necessary condition that the difference f − u must be continuous (even though
f and u need not be continuous individually). This clearly does not prevent
solutions existing, it merely tells us something about the solution, and so is
consistent with the above solvability theory.

Example 8.11

We illustrate the above results by considering the second kind Fredholm
equation

u(s) − µ

∫ 1

0
es−tu(t) dt = f(s), (8.7)

for s ∈ [0, 1] and some constant µ �= 0. By rearranging this equation it is clear
that any solution u has the form

u(s) = f(s) +
(

µ

∫ 1

0
e−tu(t) dt

)
es = f(s) + ces, (8.8)

where c is an unknown (at present) constant. Substituting this into (8.7) we
find that

c(1 − µ) = µ

∫ 1

0
e−tf(t) dt. (8.9)

Now suppose that µ �= 1. Then c is uniquely determined by (8.9), and so (8.7)
has the unique solution

u(s) = f(s) +
µ
∫ 1
0 e−tf(t) dt

1 − µ
es.

On the other hand, if µ = 1, then (8.9) has no solution unless∫ 1

0
e−tf(t) dt = 0, (8.10)

in which case any c ∈ C satisfies (8.9), and the formula (8.8), with arbitrary c,
provides the complete set of solutions of (8.7). In this case, the homogeneous
equation corresponding to the adjoint operator is

v(t) −
∫ 1

0
es−tv(s) ds = 0,

for s ∈ [0, 1], and it can be shown, by similar arguments, that any solution of
this equation is a scalar multiple of the function v(t) = e−t, that is, the set of
solutions of this equation is a 1-dimensional subspace spanned by this function.
Thus the condition (8.10) coincides with the solvability condition given by the
Fredholm alternative.
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So far we have only considered solutions of equation (8.6) in the space H,
primarily because this space is a Hilbert space and the general theory works
better in Hilbert spaces. However, in particular problems the Banach space
X = C[a, b] may be more natural. We will show that, when k is continuous,
solvability results in X can be deduced from those in H. We first note that by
Lemma 8.1, Ku ∈ X, for all u ∈ X, so we can also regard K as an operator from
X to X. When it is necessary to emphasize the distinction, we will let KH, KX ,
denote the operator K considered in the spaces H and X, respectively. This
distinction is not trivial. It is conceivable that the equation u = µKu could
have a non-zero solution u ∈ H, but no non-zero solution in X, that is, KH
might have more characteristic values than KX (any non-zero solution u ∈ X is
automatically in H, so any characteristic value of KX is a characteristic value
of KH). Also, equation (8.6) might only have a solution u ∈ H\X, that is, (8.6)
could be solvable in H but not in X, even when f ∈ X. These possibilities can
certainly occur for general L2 kernels, but the following theorem shows that
they cannot occur when k is continuous. We leave the proof to Exercise 8.4.

Theorem 8.12

Suppose that k is continuous, µ �= 0, f ∈ X and u ∈ H is a solution of (8.6).
Then:

(a) u ∈ X;

(b) µ is a characteristic value of KH if and only if it is a characteristic value
of KX (thus it is unnecessary to distinguish between KH and KX when
discussing the characteristic values);

(c) if µ is not a characteristic value of K then, for any f ∈ X, equation (8.6) has
a unique solution u ∈ X, and there exists a constant C > 0 (independent
of f) such that ‖u‖X ≤ C‖f‖X . Thus the operator I − µKX : X → X is
invertible.

EXERCISES

8.1 Suppose that k is a real-valued kernel and µ ∈ R is not a charac-
teristic value of K. Show that if the function f in equation (8.6) is
real-valued then the unique solution u given by Theorem 8.9 is real-
valued. This can be interpreted as a solvability result in the spaces
L2

R
[a, b] or CR[a, b] (with Theorem 8.12).
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8.2 (Degenerate kernels) A kernel k having the form

k(s, t) =
n∑

j=1

pj(s)qj(t),

is said to be a degenerate kernel. We assume that pj , qj ∈ X,
for 1 ≤ j ≤ n (so k is continuous), and the sets of functions
{p1, . . . , pn}, {q1, . . . , qn}, are linearly independent (otherwise the
number of terms in the sum for k could simply be reduced). If K is
the corresponding operator on X, show that if (8.6) has a solution
u then it must have the form

u = f + µ

n∑
j=1

αjpj , (8.11)

for some α1, . . . , αn in C. Now, letting α = (α1, . . . , αn), show that
α must satisfy the matrix equation

(I − µW )α = β, (8.12)

where the elements of the matrix W = [wij ] and the vector β =
(β1, . . . , βn) are given by

wij =
∫ b

a

qi(t)pj(t) dt, βj =
∫ b

a

qj(t)f(t) dt.

Deduce that the set of characteristic values of K is equal to the set of
characteristic values of the matrix W , and if µ is not a characteristic
value of W then equation (8.6) is uniquely solvable and the solution
u can be constructed by solving the matrix equation (8.12) and using
the formula (8.11).

8.3 Consider the equation

u(s) − µ

∫ 1

0
(s + t)u(t) dt = f(s), s ∈ [0, 1].

Use the results of Exercise 8.2 to show that the characteristic values
of the integral operator in this equation are the roots of the equation
µ2 + 12µ − 12 = 0. Find a formula for the solution of the equation,
for general f , when µ = 2.

8.4 Prove Theorem 8.12.
[Hint: for (a), rearrange equation (8.6) and use Lemma 8.1, and for
(c), the Fredholm alternative results show that u ∈ H exists and
‖u‖H ≤ C‖f‖H, for some constant C > 0. Use this and (8.2) to
obtain the required inequality.]
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8.2 Volterra Integral Equations

In this section we consider a special class of integral operators K having the
form

(Ku)(s) =
∫ s

a

k(s, t)u(t) dt, s ∈ [a, b], (8.13)

where the upper limit of the integral in the definition of K is variable and the
kernel k : ∆a,b → C is continuous. When K has the form (8.13) it is said to be
a Volterra integral operator, and the corresponding equations (8.5) and (8.6)
are said to be first and second kind Volterra integral equations (rather than
Fredholm equations).

Volterra operators can be regarded as a particular type of Fredholm operator
by extending the definition of the kernel k from the set ∆a,b to the set Ra,b

by defining k(s, t) = 0 when t > s. Unfortunately, this extended kernel will, in
general, be discontinuous along the line s = t in Ra,b. Thus, since the proofs
in Section 8.1 relied on the continuity of k on the set Ra,b, we cannot simply
assert that these results hold for Volterra operators. However, the proofs of all
the results in Section 8.1 can be repeated, using the Volterra form of operator
(8.13), and we find that these results remain valid for this case. This is because
the integrations that arise in this case only involve the values of k on the set
∆a,b, where we have assumed that k is continuous, so in effect the kernel has
the continuity properties required in Section 8.1. In fact, as was mentioned in
Remark 8.2, most of the results in Section 8.1 are actually valid for L2 kernels,
and the extended Volterra type kernel is certainly in L2, so in this more general
setting the Volterra operators are special cases of the Fredholm operators. The
numbers M and N are defined here as in Section 8.1, using the extended kernel.
We will say that K has continuous kernel when k is continuous on the set ∆a,b

(irrespective of the continuity of the extended kernel).
The solvability theory for second kind Volterra equations is even simpler

than for the corresponding Fredholm equations since, as will be shown below,
such operators have no non-zero eigenvalues, that is, only one of the alternatives
of the Fredholm alternative can hold and, for any µ, equation (8.6) is solvable
for all f ∈ H. We consider solutions in H here, and use the H norm – solutions
in X will be considered in the exercises.

Lemma 8.13

If K is a Volterra integral operator on H then there exists a constant C > 0
such that ‖Kn‖H ≤ Cn/n!, for any integer n ≥ 1.
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Proof

For any u ∈ H we have, using the Cauchy–Schwarz inequality,

|(Ku)(s)| ≤
∫ s

a

|ks(t)||u(t)| dt ≤
( ∫ s

a

|ks(t)|2 dt
)1/2

‖u‖H

≤ M(b − a)1/2‖u‖H,

|(K2u)(s)| ≤
∫ s

a

|ks(t)||(Ku)(t)| dt ≤ (s − a)M2(b − a)1/2‖u‖H.

Now by induction, using a similar calculation to that for the second inequality
above, we can show that for each n ≥ 2,

|(Knu)(s)| ≤
∫ s

a

|ks(t)||(Kn−1u)(t)| dt ≤ (s − a)n−1

(n − 1)!
Mn(b − a)1/2‖u‖H

(the second inequality above yields the case n = 2). By integration we obtain

‖Knu‖H ≤ Mn(b − a)n

(n − 1)!
√

2n − 1
‖u‖H ≤ Cn

n!
‖u‖H,

for some constant C, from which the result follows immediately. ��

Theorem 8.14

A Volterra integral operator K on H has no non-zero eigenvalues. Hence, for
such a K, equation (8.6) has a unique solution u ∈ H for all µ ∈ C and f ∈ H.

Proof

Suppose that λ is an eigenvalue of K, that is, Ku = λu, for some u �= 0. Then,
by Lemma 8.13, for all integers n ≥ 1,

|λ|n‖u‖H = ‖Knu‖H ≤ ‖Kn‖H‖u‖H ≤ Cn

n!
‖u‖H,

which implies that |λ| = 0. ��

Remark 8.15

A bounded operator T on a general Banach space Y is said to be nilpotent
if Tn = 0 for some n ≥ 1, and quasi-nilpotent if ‖Tn‖1/n → 0 as n → ∞.
Lemma 8.13 shows that any Volterra integral operator is quasi-nilpotent. The
proof of Theorem 8.14 actually shows that any quasi-nilpotent operator cannot
have non-zero eigenvalues so, in particular, a compact, quasi-nilpotent operator
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such as a Volterra integral operator cannot have any non-zero points in its
spectrum (since all non-zero points in the spectrum are eigenvalues). In fact,
with some more effort it can be shown that all quasi-nilpotent operators have
no non-zero points in their spectrum.

EXERCISES

8.5 Consider the Volterra integral operator K on X defined by

(Ku)(s) =
∫ s

a

u(t) dt, s ∈ [a, b],

for u ∈ X. Show that for this operator the first kind equation (8.5)
has a solution u = u(f) ∈ X if and only if f ∈ C1[a, b]. Show also
that the solution does not depend continuously on f , in other words,
for any C > 0, the inequality ‖u(f)‖X ≤ C‖f‖X does not hold for
all f ∈ C1[a, b].

8.6 Let S be a quasi-nilpotent operator on a Banach space Y (S need
not be compact). Show that the operator I − S is invertible.
[Hint: see the proof of Theorem 4.40.]

Deduce that there is no non-zero point in the spectrum of S.

Show that any Volterra integral operator K with continuous kernel k

is quasi-nilpotent on the space X. Deduce that, for this K, equation
(8.6) has a unique solution u ∈ X for all f ∈ X (these results are
the analogue, in X, of Lemma 8.13 and Corollary 8.14 in H).

8.3 Differential Equations

We now consider the application of the preceding theory to differential equation
problems. The primary difficulty with applying the above operator theory to
differential equations is that the differential operators which arise are generally
unbounded. There are two main ways to overcome this difficulty. One way
would be to develop a theory of unbounded linear transformations – this can
be done but is rather complicated and too long for this book. The other way
is to reformulate the differential equation problems, which lead to unbounded
transformations, as integral equation problems, which lead to bounded integral
operators. This method will be described here. We will only consider second
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order, ordinary differential equations, but the methods can be extended to
much more general problems.

The first type of problem we consider is the initial value problem. Consider
the differential equation

u′′(s) + q1(s)u′(s) + q0(s)u(s) = f(s), (8.14)

on an interval [a, b], where q0, q1, f are (known) continuous functions on [a, b],
together with the initial conditions

u(a) = α0, u′(a) = α1, (8.15)

for some constants α0, α1 ∈ C. A solution of the initial value problem is an
element u ∈ C2[a, b] satisfying (8.14) and (8.15). In the following two lemmas
we will show that this problem is equivalent, in a certain sense, to a Volterra
integral equation.

Let X = C[a, b] and let Yi be the set of functions u ∈ C2[a, b] satisfying
(8.15). For any u ∈ Yi, let Tiu = u′′ (since u ∈ C2[a, b] this definition makes
sense and Tiu ∈ X).

Lemma 8.16

The transformation Ti : Yi → X is bijective.

Proof

Suppose that u ∈ Yi and let w = Tiu ∈ X. Integrating w and using the
conditions (8.15) we obtain

u′(s) = α1 +
∫ s

a

w(t) dt, (8.16)

u(s) = α0 + α1(s − a) +
∫ s

a

{ ∫ r

a

w(t) dt
}

dr

= α0 + α1(s − a) +
∫ s

a

{ ∫ s

t

dr
}

w(t) dt

= α0 + α1(s − a) +
∫ s

a

(s − t)w(t) dt. (8.17)

Thus, for any u ∈ Yi we can express u in terms of w = Tiu by the final line
of (8.17). Now, suppose that u1, u2 ∈ Yi satisfy Ti(u1) = Ti(u2) = w, for some
w ∈ X. Then (8.17) shows that u1 = u2, so Ti is injective.

Next, suppose that w ∈ X is arbitrary and define u by the final line of
(8.17). Then, by reversing the above calculations, we see that u′ is given by
(8.16) and u′′ = w, so u ∈ C2[a, b], and also u satisfies (8.15). Thus, starting
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from arbitrary w ∈ X we have constructed u ∈ Yi such that Tiu = w. It follows
that Ti is surjective, and hence by the previous result, Ti must be bijective. ��

Lemma 8.17

The function u ∈ Yi is a solution of the initial value problem (8.14), (8.15) if
and only if w = Tiu ∈ X satisfies the Volterra equation.

w(s) −
∫ s

a

k(s, t)w(t) dt = h(s), (8.18)

where
k(s, t) = −q1(s) − q0(s)(s − t),

h(s) = f(s) − (α0 + α1(s − a))q0(s) − α1q1(s).

Proof

See Exercise 8.7. ��

Lemma 8.17 shows that the initial value problem (8.14), (8.15), is equivalent
to the second kind Volterra integral equation (8.18), via the bijective transfor-
mation Ti, in the sense that if either problem has a solution then the other
problem also has a solution, and these solutions are related by the bijection Ti.
Using this result we can now show that the initial value problem is uniquely
solvable for all f ∈ X.

Theorem 8.18

The initial value problem (8.14), (8.15) has a unique solution u ∈ X for any
α0, α1 ∈ C and any f ∈ X.

Proof

It follows from Exercise 8.6 that equation (8.18) has a unique solution w ∈ X

for any f ∈ X. Hence, the theorem follows from the equivalence between the
initial value problem and (8.18) proved in Lemma 8.17. ��

Remark 8.19

Unless α0 = α1 = 0, the space Yi is not a linear subspace of C2[a, b], and so
Ti cannot be a linear operator (it would be a linear operator on C2[a, b]). We
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could obtain a linear operator by first making the transformation

v = u − α0 − α1(s − a).

Substituting this into the initial value problem (7.14), (7.15) converts it to the
following initial value problem

v′′ + q1v
′ + q0v = h,

v(a) = v′(a) = 0,

where h(s) is as in Lemma 8.17. Applying the above arguments to this trans-
formed problem does give a linear subspace Yi and a linear transformation Ti.
Notice also that this transformation has actually crept into the formulation of
the Volterra equation (8.18) in Lemma 8.17.

The initial value problem imposed two conditions on the solution u at the
single point a. Another important type of problem arises when a single condi-
tion is imposed at each of the two points a, b. We consider the conditions

u(a) = u(b) = 0. (8.19)

The problem (8.14), (8.19) is called a boundary value problem, and the condi-
tions (8.19) are called boundary conditions. A solution of the boundary value
problem is an element u ∈ C2[a, b] satisfying (8.14) and (8.19). We will treat
this boundary value problem by showing that it is equivalent to a second kind
Fredholm equation. To simplify the discussion we suppose that the function
q1 = 0, and we write q0 = q, that is, we consider the equation

u′′(s) + q(s)u(s) = f(s), (8.20)

together with (8.19).
Let Yb be the set of functions u ∈ C2[a, b] satisfying (8.19), and define

Tb ∈ L(Yb, X) by Tbu = u′′.

Lemma 8.20

The transformation Tb ∈ L(Yb, X) is bijective. If w ∈ X then the solution
u ∈ Yb of the equation Tbu = w is given by

u(s) =
∫ b

a

g0(s, t)w(t) dt, (8.21)

where

g0(s, t) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
− (s − a)(b − t)

b − a
, if a ≤ s ≤ t ≤ b,

− (b − s)(t − a)
b − a

, if a ≤ t ≤ s ≤ b.
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Proof

Suppose that u ∈ Yb and let w = Tbu. Then from (8.17) we see that

u(s) = γ(s − a) +
∫ s

a

(s − t)w(t) dt,

for some constant γ ∈ C (unknown at present). This formula satisfies the
boundary condition at a. By substituting this into the boundary condition at
b we obtain

0 = γ(b − a) +
∫ b

a

(b − t)w(t) dt,

and by solving this equation for γ we obtain

u(s) = −s − a

b − a

∫ b

a

(b − t)w(t) dt +
∫ s

a

(s − t)w(t) dt

=
∫ s

a

{
(s − t) − s − a

b − a
(b − t)

}
w(t) dt −

∫ b

s

(s − a)(b − t)
b − a

w(t) dt

=
∫ b

a

g0(s, t)w(t) dt,

which is the formula for u in terms of w in the statement of the lemma. Given
this formula the proof that Tb is bijective now proceeds as in the proof of
Lemma 8.16. ��

It is easy to see that the function g0 in Lemma 8.20 is continuous on Ra,b.
We let G0 denote the integral operator with kernel g0.

Lemma 8.21

If u ∈ C2[a, b] is a solution of (8.19), (8.20) then it satisfies the second kind
Fredholm integral equation

u(s) +
∫ b

a

g0(s, t)q(t)u(t) dt = h(s), (8.22)

where

h(s) =
∫ b

a

g0(s, t)f(t) dt.

Conversely, if u ∈ C[a, b] satisfies (8.22) then u ∈ Yb and satisfies (8.19), (8.20).

Proof

See Exercise 8.7. ��
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The equivalence between the initial value problem and the integral equa-
tion described in Lemma 8.21 is somewhat more direct than the equivalence
described in Lemma 8.17, in that the same function u satisfies both problems.
However, it is important to note that we only need to assume that u ∈ C[a, b]
and satisfies (8.22) to conclude that u ∈ C2[a, b] and satisfies (8.19), (8.20).
That is, we do not need to assume at the outset that u ∈ C2[a, b]. This is
crucial because when we use the results from Section 8.1 to try to solve the
integral equation they will yield, at best, solutions in C[a, b].

We cannot now use the integral equation to deduce that the boundary
value problem has a unique solution for all f ∈ X as we could for the initial
value problem. In fact, it follows from the discussion in Section 8.4 below of
eigenvalue problems for differential operators that if q ≡ −λ, for a suitable con-
stant λ, then the homogeneous problem has non-zero solutions, so uniqueness
certainly cannot hold in this case. However, we can show that the problem has
a unique solution if the function q is sufficiently small.

Theorem 8.22

If (b − a)2‖q‖X < 4, then the boundary value problem (8.19), (8.20) has a
unique solution u for any f ∈ X.

Proof

Let Q : X → X be the integral operator whose kernel is the function g0q as in
(8.22). Then it follows from Theorem 4.40 that equation (8.22) has a unique
solution u ∈ X, for any f ∈ X, if ‖Q‖X < 1, and, from Example 4.7, this will
be true if (b − a) max{|g0(s, t)q(t)|} < 1. Now, from the definition of g0 and
elementary calculus it can be shown that the maximum value of (b−a)|g0(s, t)|
is (b − a)2/4, so the required condition will hold if (b − a)2‖q‖X < 4. The
theorem now follows from the above equivalence between the boundary value
problem and (8.22). ��

EXERCISES

8.7 Prove: (a) Lemma 8.17; (b) Lemma 8.21.
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8.4 Eigenvalue Problems and Green’s Functions

In Lemma 8.21 we showed that the boundary value problem (8.19), (8.20) is
equivalent to the integral equation (8.22). Unfortunately, the integral operator
in equation (8.22) is not in any sense an inverse of the differential problem, it
merely converts a differential equation problem into an integral equation (that
is, to find u we still need to solve an equation). However, with a bit more
effort we can find an integral operator which will give us the solution u of the
boundary value problem directly (that is, by means of an integration, without
solving any equation).

To illustrate the ideas involved we first consider the following simple bound-
ary value problem

u′′ = f,

u(a) = u(b) = 0.
(8.23)

As in Section 8.3, we let Yb denote the set of functions u ∈ C2[a, b] satisfying
u(a) = u(b) = 0, but we now let T0 : Yb → X denote the mapping defined by
T0u = u′′. It follows from Lemma 8.20 that for any f ∈ X the solution of (8.23)
is given directly by the formula u = G0f . Thus, in a sense, T0 is “invertible”,
and its “inverse” is the integral operator G0. Unfortunately, T0 is not bounded
and we have not defined inverses of unbounded linear transformations so we
will not attempt to make this line of argument rigorous. We note, however,
that G0 is not the inverse of linear transformation from u to u′′ alone, since
the boundary conditions are also crucially involved in the definition of T0 and
in the construction of G0.

The integral operator G0 is a solution operator (or Green’s operator) for the
boundary value problem (8.23); the kernel g0 of this solution operator is called
a Green’s function for the problem (8.23).

We can also consider the eigenvalue problem associated with (8.23),

u′′ = λu,

u(a) = u(b) = 0.
(8.24)

As usual, an eigenvalue of this problem is a number λ for which there exists a
non-zero solution u ∈ Yb, and any such solution is called an eigenfunction (in
this context the term eigenfunction is commonly used rather than eigenvector).

We now consider what the integral equation approach can tell us about the
problem (8.24). Putting f = λu, we see that if (8.24) holds then

u = λG0u, (8.25)

and conversely, if (8.25) holds then (8.24) holds (note that to assert the converse
statement from the above discussion we require that u ∈ X; however, it follows
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from Theorem 8.12 that if (8.25) holds for u ∈ H then necessarily u ∈ X

– hence it is sufficient for (8.25) to hold in either X or H). Thus λ is an
eigenvalue of (8.24) if and only if λ−1 is an eigenvalue of G0 (the existence of
G0 shows that λ = 0 cannot be an eigenvalue of (8.24)), and the eigenfunctions
of (8.24) coincide with those of G0. Furthermore, the kernel g0 is continuous
and symmetric, so the operator G0 is compact and self-adjoint in the space H,
so the results of Section 8.1, together with those of Chapter 7, show that there
is a sequence of eigenvalues {λn}, and a corresponding orthonormal sequence of
eigenfunctions {en}, and the set {en} is an orthonormal basis for H (it will be
proved below that KerG0 = {0}, so by Corollary 7.35 there must be infinitely
many eigenvalues).

In this simple situation the eigenvalues and eigenfunctions of the problem
(8.24) can be explicitly calculated.

Example 8.23

Suppose that a = 0, b = π. By solving (8.24) we find that for each n ≥ 1,

λn = −n2, en(s) = (2/π)1/2 sinns, s ∈ [0, π],

see Exercise 8.8 for the (well-known) calculations. Thus the eigenfunctions of
(8.24) are exactly the functions in the basis considered in Theorem 3.56, and
the eigenfunction expansion corresponds to the standard Fourier sine series
expansion on the interval [0, π].

Thus, qualitatively, the above results agree with the calculations in
Example 8.23, although the integral equation does not tell us precisely what the
eigenvalues or eigenfunctions are. However, combining the fact that the set of
eigenfunctions is an orthonormal basis for H with the specific form of the eigen-
functions found in Example 8.23 gives us an alternative proof of Theorem 3.56
(at least, once we know that H is separable, which can be proved in its own
right using Exercise 3.27). However, if this was all that could be achieved with
the integral equation methods the theory would not seem worthwhile. Fortu-
nately, these methods can be used to extend the above results to a much more
general class of problems, for which the eigenvalues and eigenfunctions cannot
be explicitly calculated

We will consider the boundary value problem

u′′ + qu = f,

u(a) = u(b) = 0,
(8.26)

where q ∈ CR[a, b]. This problem may still look rather restricted, but much
more general boundary value problems can be transformed to this form by a



8. Integral and Differential Equations 255

suitable change of variables (see (8.31) and Lemma 8.31 below) so in fact we
are dealing with a broad class of problems. The boundary value problem (8.26)
and the more general one (8.31) are called Sturm–Liouville boundary value
problems.

For this problem we will again construct a kernel g such that the correspond-
ing integral operator G is a solution operator; again the kernel g will be called
a Green’s function for the problem. We will also consider the corresponding
eigenvalue problem

u′′ + qu = λu,

u(a) = u(b) = 0,
(8.27)

and we will obtain the spectral properties of this problem from those of G.
We first note that for a solution operator to exist it is necessary that there

is no non-zero solution of the homogeneous form of problem (8.26). In other
words, λ = 0 must not be an eigenvalue of (8.27). We will now construct the
Green’s function for (8.26).

Let ul, ur be the solutions, on [a, b], of the equation u′′ + qu = 0, with the
conditions

ul(a) = 0, u′
l(a) = 1,

ur(b) = 0, u′
r(b) = 1

(8.28)

(this is a pair of initial value problems, so by Theorem 8.18 these solutions
exist – a trivial modification of the theorem is required in the case of ur since
the “initial values” for ur are imposed at b rather than at a).

Lemma 8.24

If 0 is not an eigenvalue of (8.27) then there is a constant ξ0 �= 0 such that
ul(s)u′

r(s) − ur(s)u′
l(s) = ξ0 for all s ∈ [a, b].

Proof

Define the function h = ulu
′
r − uru

′
l. Then

h′ = ulu
′′
r − uru

′′
l = −qulur + qurul = 0

(by the definition of ul and ur), so h is constant, say h(s) = ξ0 for all s ∈ [a, b].
Furthermore, from (8.28), ξ0 = ξ(a) = −ur(a), and ur(a) �= 0, since otherwise
ur would be a non-zero solution of (8.27) with λ = 0, which would contradict
the assumption that 0 is not an eigenvalue of (8.27). ��
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Theorem 8.25

If 0 is not an eigenvalue of (8.27) then the function

g(s, t) =

{
ξ−1
0 ul(s)ur(t), if a ≤ s ≤ t ≤ b,

ξ−1
0 ur(s)ul(t), if a ≤ t ≤ s ≤ b,

is a Green’s function for the boundary value problem (8.26). In other words, if
G is the integral operator with kernel g and f ∈ X, then u = Gf is the unique
solution of (8.26).

Proof

Choose an arbitrary function f ∈ X and let u = Gf . Then, using the definitions
of g, ul, ur, and differentiating, we obtain, for s ∈ [a, b],

ξ0u(s) = ur(s)
∫ s

a

ul(t)f(t) dt + ul(s)
∫ b

s

ur(t)f(t) dt,

ξ0u
′(s) = u′

r(s)
∫ s

a

ul(t)f(t) dt + ur(s)ul(s)f(s) + u′
l(s)

∫ b

s

ur(t)f(t) dt

− ul(s)ur(s)f(s)

= u′
r(s)

∫ s

a

ul(t)f(t) dt + u′
l(s)

∫ b

s

ur(t)f(t) dt,

ξ0u
′′(s) = u′′

r (s)
∫ s

a

ul(t)f(t) dt + u′
r(s)ul(s)f(s) + u′′

l (s)
∫ b

s

ur(t)f(t) dt

− u′
l(s)ur(s)f(s)

= −q(s)ur(s)
∫ s

a

ul(t)f(t) dt − q(s)ul(s)
∫ b

s

ur(t)f(t) dt + ξ0f(s)

= −q(s)ξ0u(s) + ξ0f(s).

Thus the function u = Gf satisfies the differential equation in (8.26). It can
readily be shown, using the above formula for ξ0u(s) and the conditions (8.28),
that u also satisfies the boundary conditions in (8.26), and so u is a solution of
(8.26). Furthermore, it follows from the assumption that 0 is not an eigenvalue
of (8.27) that the solution of (8.26) must be unique, so u = Gf is the only
solution of (8.26). Thus G is the solution operator for (8.26) and g is a Green’s
function. ��

For the problem (8.23) it is clear that ul(s) = s − a, ur(s) = s − b and
ξ0 = −ur(a) = b − a, so that the Green’s function g0 has the above form.
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We now relate the spectral properties of the problem (8.26) to those of the
operator GH.

Lemma 8.26

Suppose that 0 is not an eigenvalue of (8.27). Then:

(a) GH is compact and self-adjoint;

(b) Ker GH = {0}, that is, 0 is not an eigenvalue of GH;

(c) λ is an eigenvalue of (8.27) if and only if λ−1 is an eigenvalue of GH;

(d) the eigenfunctions of (8.27) corresponding to λ coincide with the eigenfunc-
tions of GH corresponding to λ−1.

Proof

It is clear that the Green’s function g is continuous and symmetric, so part
(a) follows from Theorem 8.3 and Corollary 8.7. Also, it follows from Theo-
rem 8.25 that Im GX = Yb, so Yb ⊂ Im GH. Since Yb is dense in H (see Ex-
ercise 8.11), part (b) now follows from (7.8) and Lemma 3.29. Next, parts (c)
and (d) clearly hold for the operator GX , by Theorem 8.25, and it follows from
Theorem 8.12 that the result also holds for the operator GH. ��

The main spectral properties of the boundary value problem (8.27) can now
be proved (even without the assumption that 0 is not an eigenvalue of (8.27)).

Theorem 8.27

There exists a sequence of eigenvalues {λn} and a corresponding orthonormal
sequence of eigenfunctions {en} of the boundary value problem (8.27) with the
following properties:

(a) each λn is real and the corresponding eigenspace is 1-dimensional;

(b) the sequence {λn} can be ordered so that λ1 > λ2 > . . . , and λn → −∞
as n → ∞;

(c) the sequence {en} is an orthonormal basis for H.

Proof

Suppose initially that 0 is not an eigenvalue of (8.27). The existence and prop-
erty (c) of the sequences {λn} and {en} follows from Lemma 8.26 and the
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results of Section 7.3 (the fact that {en} is a basis for H, and hence the se-
quences {λn} and {en} have infinitely many terms, follows from part (b) of
Lemma 8.26 and Corollary 7.35). The reality of the eigenvalues follows from
(a) and (c) of Lemma 8.26 and Theorem 7.33. Now suppose that u1, u2 are
two non-zero eigenfunctions of (8.27), corresponding to an eigenvalue λ. Then
u′

1(a) �= 0 (otherwise uniqueness of the solution of the initial value problem
(8.14), (8.15) would imply that u1 ≡ 0), so we have u′

2(a) = γu′
1(a), for some

constant γ, and hence, again by uniqueness of the solution of the initial value
problem, u2 ≡ γu1. This shows that the eigenspace corresponding to any eigen-
value is one-dimensional, and so proves part (a). Next, it follows from Exercise
8.10 that the set of eigenvalues is bounded above, and from Corollary 7.23 the
eigenvalues λ−1

n of G tend to zero, so we must have λn → −∞ as n → ∞. It
follows that we can order the eigenvalues in the manner stated in the theorem.
Since the eigenspace of any eigenvalue is one-dimensional, each number λn only
occurs once in the sequence of eigenvalues, so we obtain the strict inequality
in the ordering of the eigenvalues (we observe that if the eigenspace associated
with an eigenvalue λn is m-dimensional then the number λ = λn must occur in
the sequence m times in order to obtain the correct correspondence with the
sequence of eigenfunctions, all of which must be included in order to obtain an
orthonormal basis of H).

Next suppose that 0 is an eigenvalue of (8.27). Choose a real number α

which is not an eigenvalue of (8.27) (such a number exists by Exercise 8.10)
and rewrite (8.27) in the form

u′′ + q̃u = u′′ + (q − α)u = (λ − α)u = λ̃u,

u(a) = u(b) = 0

(writing q̃ = q −α, λ̃ = λ−α). Now, λ̃ = 0 is not an eigenvalue of this problem
(otherwise λ = α would be an eigenvalue of the original problem) so the results
just proved apply to this problem, and hence to the original problem (the shift
in the parameter λ̃ back to the parameter λ does not affect any of the assertions
in the theorem). ��

We can also combine (8.26) and (8.27) to obtain the slightly more general
problem

u′′ + qu − λu = f,

u(a) = u(b) = 0.
(8.29)

Solvability results for this problem follow immediately from the above results,
but nevertheless we will state them as the following theorem.
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Theorem 8.28

If λ is not an eigenvalue of (8.27) then, for any f ∈ X, (8.29) has a unique
solution u ∈ X, and there exists a Green’s operator G(λ) for (8.29) with a
corresponding Green’s function g(λ) (that is, a function g(λ, s, t)).

Proof

Writing q̃ = q − λ and replacing q in (8.26) and (8.27) with q̃, the theorem
follows immediately from the previous results. ��

By Theorem 8.27, any element u ∈ H can be written in the form

u =
∞∑

n=1

(u, en)en, (8.30)

where the convergence is with respect to the norm ‖ · ‖H. This is often a useful
expansion, but there are occasions when it is desirable to have convergence
with respect to the norm ‖ · ‖X . We can obtain this for suitable functions u.

Theorem 8.29

If u ∈ Yb then the expansion (8.30) converges with respect to the norm ‖ · ‖X .

Proof

Define a linear transformation T : Yb → X by Tu = u′′ + qu, for u ∈ Yb. For
any integer k ≥ 1,

T
(

u −
k∑

n=1

(u, en)en

)
= Tu −

k∑
n=1

(u, en)λnen = Tu −
k∑

n=1

(u, λnen)en

= Tu −
k∑

n=1

(u, Ten)en = Tu −
k∑

n=1

(Tu, en)en

(the final step is a special case of part (c) of Lemma 8.31). Now, since G is the
solution operator for (8.26), we have

u −
k∑

n=1

(u, en) = G
(

Tu −
k∑

n=1

(Tu, en)
)

,
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so by (8.2) (where M is defined for the kernel g as in Section 8.1)

∥∥∥ u −
k∑

n=1

(u, en)
∥∥∥

X
=

∥∥∥ G
(

Tu −
k∑

n=1

(Tu, en)
)∥∥∥

X

≤ M(b − a)1/2
∥∥∥ Tu −

k∑
n=1

(Tu, en)
∥∥∥

H
→ 0, as k → ∞

since {en} is an orthonormal basis for H, which proves the theorem. ��

We noted above that the eigenfunctions of the problem (8.24) are the func-
tions in the orthonormal basis considered in Theorem 3.56. Thus Theorem 8.29
yields the following result.

Corollary 8.30

If a = 0, b = π and S = {sn} is the orthonormal basis in Theorem 3.56, then,
for any u ∈ Yb, the series

u =
∞∑

n=1

(u, sn)sn,

converges with respect to the norm ‖ · ‖X .

Corollary 8.30 shows that the Fourier sine series converges uniformly on
[0, π] when u ∈ Yb, that is, when u(0) = u(π) = 0 and u ∈ C2[0, π]. In
particular, the series converges at the points 0, π. Now, since sn(0) = sn(π) = 0
(this is clear anyway, but also these are the boundary conditions in the problem
(8.24)), the condition u(0) = u(π) = 0 is clearly necessary for this result.
However, the condition that u ∈ C2[0, π] is not necessary, but some smoothness
condition on u is required. Thus Corollary 8.30 is not the optimal convergence
result for this series, but it has the virtue of being a simple consequence of a
broad theory of eigenfunction expansions for second order differential operators.
As in Section 3.5, we do not wish to delve further into the specific theory of
Fourier series.

We conclude this section by showing that the above results for the problem
(8.27) hold for a much more general class of problems. We consider the general
eigenvalue problem

d

ds

(
p(s)

du

ds
(s)

)
+ q(s)u(s) = λu(s), s ∈ [a, b],

u(a) = u(b) = 0,
(8.31)
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where p ∈ C2
R
[a, b], q ∈ CR[a, b] and p(s) > 0, s ∈ [a, b]. It will be shown that

this problem can be transformed into a problem having the form (8.27) by
using the following changes of variables

t = t(s) =
∫ s

a

p(y)−1/2 dy, ũ(t) = u(s(t))p(s(t))1/4. (8.32)

We can make this more precise as follows. Let c = t(b) =
∫ b

a
p(y)−1/2 dy. Now,

dt/ds = p(s)−1/2 > 0 on [a, b], so the mapping f : [a, b] → [0, c] defined by
f(s) = t(s) (using the above formula) is differentiable and strictly increasing,
so is invertible, with a differentiable inverse g : [0, c] → [a, b]. Thus, we may
regard t as a function t = f(s) of s, or s as a function s = g(t) of t – the latter
interpretation is used in the above definition of the function ũ. The change of
variables (8.32) is known as the Liouville transform. The following lemma will
be proved in Exercise 8.12.

Lemma 8.31

(a) The change of variables (8.32) transforms the problem (8.31) into the
problem

d2ũ

dt2
(t) + q̃(t)ũ(t) = λũ(t), t ∈ [0, c],

ũ(0) = ũ(c) = 0,
(8.33)

where

q̃(t) = q(s(t)) +
1
16

(
1

p(s(t))

(
dp

ds
(s(t))

) 2

− 4
d2p

ds2 (s(t))
)

.

(b) Suppose that u, v ∈ L2[a, b] are transformed into ũ, ṽ ∈ L2(0, c) by the
change of variables (8.32). Then

(u, v) = (ũ, ṽ),

where (· , ·) denotes the L2[a, b] inner product on the left of this formula,
and the L2(0, c) inner product on the right.

(c) For any u ∈ Yb, define Tu ∈ X to be the function on the left-hand side of
the equation in the problem (8.31). Then, for any u, v ∈ Yb,

(Tu, v) = (u, Tv),

where (· , ·) denotes the L2[a, b] inner product.
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As a consequence of parts (a) and (b) of Lemma 8.31 we now have the
following theorem.

Theorem 8.32

Theorems 8.27 and 8.29 hold for the general problem (8.31).

Proof

The transformed problem (8.33) has the form of problem (8.31), and part
(b) of Lemma 8.31 shows that the Liouville transform does not change the
value of the inner product. In particular, by Theorem 8.27, there exists an or-
thonormal basis of eigenfunctions {en} of the transformed problem, and this
corresponds to a set of orthonormal eigenfunctions {fn} of the original prob-
lem. To see that {fn} is also a basis we observe that if it is not then there
exists a non-zero function g ∈ L2[a, b] orthogonal to the set {fn} (by part (a)
of Theorem 3.47), and hence the transformed function g̃ �= 0 is orthogonal to
the set {en}, which contradicts the fact that this set is a basis. ��

Part (c) of Lemma 8.31 shows that, in a sense, T is “self-adjoint”, and
this is the underlying reason why these results hold for the problem (8.31)
(particularly the fact that the eigenfunctions form an orthonormal basis, which
is certainly related to self-adjointness). This is also why equation (8.31) is
written in the form it is, which seems slightly strange at first sight. However, T

is not bounded, and we have not defined self-adjointness for unbounded linear
transformations – this can be done, but involves a lot of work which we have
avoided here by converting the problem to the integral form.

Finally, we remark that much of the theory in this chapter carries over
to multi-dimensional integral equations and partial differential equations, with
very similar results. However, the technical details are usually considerably
more complicated. We will not pursue this any further here.

EXERCISES

8.8 Calculate the eigenvalues and normalized eigenfunctions for the
boundary value problem

u′′ = λu,

u(0) = u(π) = 0

(consider the cases λ > 0, λ < 0, λ = 0 separately).
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8.9 Calculate the Green’s function for the problem

u′′ − λu = f,

u(0) = u(π) = 0,

when λ �= 0 (consider the cases λ > 0, λ < 0 separately).

8.10 Show that if λ is an eigenvalue of (8.27) then λ ≤ ‖q‖X .
[Hint: by definition, the equation u′′ + qu = λu has a non-zero solu-
tion u ∈ X; take the L2[a, b] inner product of this equation with u

and integrate by parts.]

8.11 Prove the following results.

(a) Given an arbitrary function z ∈ H, and ε > 0, show that there
exists a function w ∈ C2[a, b] such that ‖z − w‖H < ε.
[Hint: see the proof of Theorem 3.54.]

(b) Given an arbitrary function w ∈ C2[a, b], and δ > 0 such that
a + δ ∈ (a, b), show that there exists a cubic polynomial pδ such
that, if we define a function vδ by

vδ(s) =

{
pδ(s), if s ∈ [a, a + δ],

w(s), if s ∈ [a + δ, b],

then vδ ∈ C2[a, b] and vδ(a) = 0.
[Hint: find pδ by using these conditions on vδ to write down a
set of linear equations for the coefficients of pδ.]

(c) Use the construction of pδ in part (b) to show that, for any ε > 0,
there exists δ > 0 such that ‖w − vδ‖H < ε.

(d) Deduce that the set Yb is dense in H.

This result is rather surprising at first sight (draw some pictures),
and depends on properties of the L2[a, b] norm – it is certainly not
true in C[a, b].

8.12 Prove Lemma 8.31.
[Hint: (a) use the chain rule to differentiate the formula u(s) =
p(s)−1/4ũ(t(s)), obtained by rearranging (8.32);
(b) use the standard formula for changing the variable of integration
from the theory of Riemann integration (since the transformation is
differentiable, this rule extends to the Lebesgue integral – you may
assume this);
(c) use integration by parts (twice).]
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Solutions to Exercises

Chapter 2

2.1 Let (x, y), (u, v) ∈ Z and let α ∈ F.

(a) ‖(x, y)‖ = ‖x‖1 + ‖y‖2 ≥ 0.

(b) If (x, y) = 0 then x = 0 and y = 0. Hence ‖x‖1 = ‖y‖2 = 0 and so
‖(x, y)‖ = 0.

Conversely, if ‖(x, y)‖ = 0 then ‖x‖1 = ‖y‖2 = 0. Thus x = 0 and
y = 0 and so (x, y) = 0.

(c) ‖α(x, y)‖ = ‖(αx, αy)‖ = ‖αx‖1 + ‖αy‖2 = |α|‖x‖1 + |α|‖y‖2

= |α|‖(x, y)‖.

(d) ‖(x, y) + (u, v)‖ = ‖(x + u, y + v)‖ = ‖x + u‖1 + ‖y + v‖2

≤ ‖x‖1 + ‖u‖1 + ‖y‖2 + ‖v‖2 = ‖(x, y)‖ + ‖(u, v)‖.

2.2 Let f, g ∈ Fb(S, X) and let α ∈ F.

(a) ‖f‖b = sup{‖f(s)‖ : s ∈ S} ≥ 0.

(b) If f = 0 then f(s) = 0 for all s ∈ S so that ‖f(s)‖ = 0 for all s ∈ S

and hence ‖f‖b = 0.

Conversely, if ‖f‖b = 0 then ‖f(s)‖ = 0 for all s ∈ S. Thus f(s) = 0
for all s ∈ S and so f = 0.

265
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(c) ‖αf‖b = sup{‖αf(s)‖ : s ∈ S}
= sup{|α|‖f(s)‖ : s ∈ S} = |α| sup{‖f(s)‖ : s ∈ S} = |α|‖f‖b.

(d) ‖(f + g)(s)‖ ≤ ‖f(s)‖ + ‖g(s)‖ ≤ ‖f‖b + ‖g‖b for any s ∈ S. Hence

‖f + g‖b = sup{‖(f + g)(s)‖ : s ∈ S} ≤ ‖f‖b + ‖g‖b.

2.3 We use the standard norms on the spaces.

(a) ‖fn‖ = sup{|fn(x)| : x ∈ [0, 1]} = 1.

(b) As fn is continuous, the Riemann and Lebesgue integrals of f are the
same, so that ‖fn‖ =

∫ 1
0 xn dx = 1

n+1 .

2.4 If α = ± r

‖x‖ then ‖αx‖ = |α|‖x‖ = r.

2.5 Let ε > 0.

(a) Suppose that {(xn, yn)} converges to (x, y) in Z. Then there exists
N ∈ N such that

‖(xn − x, yn − y)‖ = ‖(xn, yn) − (x, y)‖ ≤ ε

when n ≥ N . Thus ‖xn −x‖1 ≤ ‖(xn −x, yn −y)‖ ≤ ε and ‖yn −y‖2 ≤
‖(xn − x, yn − y)‖ ≤ ε when n ≥ N . Thus {xn} converges to x in X

and {yn} converges to y in Y .

Conversely, suppose that {xn} converges to x in X and {yn} converges
to y in Y . Then there exist N1, N2 ∈ N such that ‖xn −x‖1 ≤ ε

2
when

n ≥ N1 and ‖yn − y‖2 ≤ ε

2
when n ≥ N2. Let N0 = max(N1, N2).

Then

‖(xn, yn) − (x, y)‖ = ‖(xn − x, yn − y)‖ = ‖xn − x‖1 + ‖yn − y‖2 ≤ ε

when n ≥ N0. Hence {(xn, yn)} converges to (x, y) in Z.

(b) Suppose that {(xn, yn)} is Cauchy in Z. Then there exists N ∈ N such
that

‖(xn − xm, yn − ym)‖ = ‖(xn, yn) − (xm, ym)‖ ≤ ε

when m, n ≥ N . Thus ‖xn − xm‖1 ≤ ‖(xn − xm, yn − ym)‖ ≤ ε and
‖yn − ym‖2 ≤ ‖(xn − xm, yn − ym)‖ ≤ ε when m, n ≥ N . Thus {xn}
is Cauchy in X and {yn} is Cauchy in Y .

Conversely, suppose that {xn} is Cauchy in X and {yn} is Cauchy
in Y . Then there exist N1, N2 ∈ N such that ‖xn − xm‖1 ≤ ε

2
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when m, n ≥ N1 and ‖yn − ym‖2 ≤ ε

2
when m, n ≥ N2. Let

N0 = max(N1, N2). Then

‖(xn, yn) − (xm, ym)‖ = ‖(xn − xm, yn − ym)‖
= ‖xn − xm‖1 + ‖yn − ym‖2

≤ ε

when m, n ≥ N0. Hence {(xn, yn)} is Cauchy in Z.

2.6 Suppose that ‖·‖1 and ‖·‖2 are equivalent on P. Then there exist M,m > 0
such that

m‖p‖1 ≤ ‖p‖2 ≤ M‖p‖1

for all p ∈ P. As m > 0 there is n ∈ N such that
1
n

< m. Let pn : [0, 1] → R

be defined by pn(x) = xn. Then ‖pn‖1 = 1 and ‖pn‖2 =
1
n

by Exercise
2.3. Hence

m = m‖pn‖1 ≤ ‖pn‖2 =
1
n

,

which is a contradiction. Thus ‖ · ‖1 and ‖ · ‖2 are not equivalent.

2.7 The sets are shown in Figure 9.1.

(a) (b)

Fig. 9.1. (a) The standard norm; (b) the alternative norm

2.8 Let ε > 0. There exists N in N such that ‖xn−xm‖1 <
ε

K
when m, n ≥ N.

Hence, when m, n ≥ N,

‖xn − xm‖ ≤ K‖xn − xm‖1 < ε.

Therefore {xn} is Cauchy in the metric space (X, d).
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2.9 As ‖x‖ ≤ 1
m

‖x‖1 for all x ∈ X, if {xn} is Cauchy in the metric space

(X, d1), then {xn} is Cauchy in the metric space (X, d) by Exercise 2.8.

Conversely, as ‖x‖1 ≤ M‖x‖ for all x ∈ X, if {xn} is Cauchy in the
metric space (X, d), then {xn} is Cauchy in the metric space (X, d1) by
Exercise 2.8.

2.10 If x =
(

1,
1
2
,
1
3
, . . .

)
then x ∈ �2 \ S. For each n ∈ N, let xn =(

1,
1
2
,
1
3
, . . . ,

1
n

, 0, 0, . . .
)
. Then xn ∈ S and

‖x − xn‖2 = ‖
(

0, 0, . . . , 0,
1

n + 1
,

1
n + 2

, . . .
)

‖2 =
∞∑

j=n+1

( 1
j

)2
.

Hence lim
n→∞‖x − xn‖ = 0 and so lim

n→∞xn = x. Therefore x ∈ S \ S and
thus S is not closed.

2.11 (a)
∥∥∥∥ ηx

2‖x‖
∥∥∥∥ =

η‖x‖
2‖x‖ =

η

2
< η , so by the given condition

ηx

2‖x‖ ∈ Y .

(b) Let x ∈ X \ {0}. As Y is open there exists η > 0 such that {y ∈ X :
‖y‖ < η} ⊆ Y . Hence

ηx

2‖x‖ ∈ Y by part (a). As a scalar multiple of a

vector in Y is also in Y we have x =
2‖x‖

η

( ηx

2‖x‖
)

∈ Y . So X ⊆ Y .

As Y is a subset of X by definition, it follows that Y = X.

2.12 (a) Let {zn} be a sequence in T which converges to a point z ∈ X. Then
‖zn − x‖ ≤ r for all n ∈ N, and so ‖z − x‖ = lim

n→∞ ‖zn − x‖ ≤ r, by
Theorem 2.11. Thus z ∈ T so T is closed.

(b) ‖z−zn‖ = ‖z−(1−n−1)z‖ = n−1‖z‖ ≤ n−1r for all n ∈ N. Therefore
lim

n→∞ zn = z.

Since S ⊆ T and T is closed, S ⊆ T . Conversely, if z ∈ T and zn

is defined as above then ‖zn‖ = (1 − n−1)‖z‖ ≤ (1 − n−1)r < r so
zn ∈ S. Thus z is a limit of a sequence of elements of S, so z ∈ S.
Hence T ⊆ S so T = S.

2.13 Let {(xn, yn)} be a Cauchy sequence in Z. Then {xn} is Cauchy in X

and {yn} is Cauchy in Y by Exercise 2.5. As X and Y are Banach spaces,
{xn} converges to x ∈ X and {yn} converges to y ∈ Y . Hence {(xn, yn)}
converges to (x, y) by Exercise 2.5. Therefore Z is a Banach space.

2.14 Let {fn} be a Cauchy sequence in Fb(S, X) and let ε > 0. There exists
N ∈ N such that ‖fn − fm‖b < ε when n, m > N . For all s ∈ S

‖fn(s) − fm(s)‖ ≤ ‖fn − fm‖b < ε
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when n, m > N and so it follows that {fn(s)} is a Cauchy sequence
in X. Since X is complete {fn(s)} converges, so we define a function
f : S → X by

f(s) = lim
n→∞fn(s).

As ‖fn(s) − fm(s)‖ < ε for all s ∈ S when n, m > N , taking the limit as
m tends to infinity we have ‖fn(s) − f(s)‖ ≤ ε when n > N . Thus

‖f(s)‖ ≤ ε + ‖fn(s)‖ ≤ ε + ‖fn‖b

when n > N for all s ∈ S. Therefore f is a bounded function so f ∈
Fb(S, X) and lim

n→∞fn = f as ‖fn − f‖b ≤ ε when n > N . Thus Fb(S, X)
is a Banach space.

Chapter 3

3.1 Rearranging the condition we obtain (x, u − v) = 0 for all x ∈ V . If
x = u − v then (u − v, u − v) = 0, and hence u − v = 0, by part (b) in the
definition of the inner product. Thus u = v.

3.2 Let x =
∑k

n=1 λnên, y =
∑k

n=1 µnên, z =
∑k

n=1 σnên ∈ V , α, β ∈ F. We
show that the formula in Example 3.6 defines an inner product on V by
verifying that all the properties in Definition 3.1 or 3.3 hold.

(a) (x, x) =
∑k

n=1 λnλn ≥ 0.

(b) If (x, x) = 0 then
∑k

n=1 |λn|2 = 0 and so λn = 0 for all n. Thus x = 0.
Conversely, if x = 0 then λn = 0 for all n, so (x, x) = 0.

(c) (αx + βy, z) =
∑k

n=1(αλn + βµn)σn

= α
∑k

n=1 λnσn + β
∑k

n=1 µnσn

= α(x, z) + β(y, z).

(d) (x, y) =
∑k

n=1 λnµn =
∑k

n=1 µnλn = (y, x).

3.3 (a) The inequality follows from

0 ≤ (|a| − |b|)2 = |a|2 − 2|a||b| + |b|2.

(b) |a + b|2 = (a + b)(a + b) = |a|2 + ab + ab + |b|2
≤ |a|2 + 2|a||b| + |b|2 ≤ 2(|a|2 + |b|2) (by inequality (a)).
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We now show that �2 is a vector space. Let x = {xn}, y = {yn} ∈ �2 and
α ∈ F. Then

∑∞
n=1 |αxn|2 = |α|2 ∑∞

n=1 |xn|2 < ∞, so αx ∈ �2. Also, for
any n ∈ N, |xn + yn|2 ≤ 2(|xn|2 + |yn|2) (by inequality (b)) so

∞∑
n=1

|xn + yn|2 ≤ 2
∞∑

n=1

(|xn|2 + |yn|2) < ∞,

and hence x + y ∈ �2. Thus, �2 is a vector space. Moreover, by inequal-
ity (a),

∞∑
n=1

|xnyn| ≤ 1
2

∞∑
n=1

(|xn|2 + |yn|2) < ∞,

so xy ∈ �1 (in the proof of the analogous result in Example 3.7 we used
Hölder’s inequality, since it was available, but the more elementary form
of inequality used here would have sufficed). Since xy ∈ �1, it follows that
the formula (x, y) =

∑∞
n=1 xnyn is well-defined. We now verify that this

formula defines an inner product on �2.

(a) (x, x) =
∑∞

n=1 |xn|2 ≥ 0.

(b) If (x, x) = 0 then
∑∞

n=1 |xn|2 = 0 and so xn = 0 for all n. Thus x = 0.
Conversely, if x = 0 then λn = 0 for all n, so (x, x) = 0.

(c) (αx + βy, z) =
∑∞

n=1(αxn + βyn)zn

= α
∑∞

n=1 xnzn + β
∑∞

n=1 yzn

= α(x, z) + β(y, z)

.

(d) (x, y) =
∑∞

n=1 xnyn =
∑∞

n=1 ynxn = (y, x).

3.4 (a) By expanding the inner products we obtain

(u + v, x + y) = (u, x) + (v, y) + (u, y) + (v, x)
(u − v, x − y) = (u, x) + (v, y) − (u, y) − (v, x).

Subtracting these gives the result.

(b) In the identity in part (a), replace v by iv and y by iy to obtain

(u + iv, x + iy) − (u − iv, x − iy) = 2(u, iy) + 2(iv, x)
= −2i(u, y) + 2i(v, x).

Multiply this equation by i and add to the identity in part (a) to
obtain

(u + v, x + y) − (u − v, x − y) + i(u + iv, x + iy) − i(u − iv, x − iy)

= 2(u, y) + 2(v, x) + 2(u, y) − 2(v, x) = 4(u, y).
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3.5 (a) Putting u = y and v = x in the identity in part (a) of Exercise 3.4
and using the definition of the induced norm gives the result.

(b) Putting u = x and v = y in the identity in part (a) of Exercise 3.4
and using (x, y) = (y, x) gives the result.

(c) Putting u = x and v = y in the identity in part (b) of Exercise 3.4
gives the result.

3.6

y

x-y

x+y

x

Fig. 9.2. Parallelogram with sides x and y in the plane

Writing out the cosine rule for any two adjacent triangles in the above
figure (using the angles θ and π − θ at the centre) and adding these yields
the parallelogram rule in this case (using cos(π − θ) = − cos θ).

3.7 From the definition of the norm ‖ · ‖1 on R
k we have

‖ê1 + ê2‖2
1 + ‖ê1 − ê2‖2

1 = 22 + 22 = 8,

2(‖ê1‖2
1 + ‖ê2‖2

1) = 2(1 + 1) = 4.

Thus the parallelogram rule does not hold and so the norm cannot be
induced by an inner product.

3.8 From

((x + αy), (x + αy)) = ‖x‖2 + ‖y‖2 + 2�e (α(y, x)),

((x − αy), (x − αy)) = ‖x‖2 + ‖y‖2 − 2�e (α(y, x)),

it follows that, for any α �= 0,

‖x + αy‖ = ‖x − αy‖ ⇐⇒ �e (α(y, x)) = 0 ⇐⇒ (x, y) = 0.

3.9 We have ‖a‖ =
√

18, ‖b‖ =
√

2, and putting v1 = ‖a‖−1a and v2 = ‖b‖−1b

it can be checked that {v1, v2} is an orthonormal basis of S. This can be
extended to an orthonormal basis of R

3 by adding the vector (1, 0, 0) to
the set and applying the Gram–Schmidt algorithm, to obtain the vector
v3 = 1

3 (2,−1, 2) orthogonal to v1 and v2.
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3.10 The Gram–Schmidt algorithm yields

e1 = 1√
2
, e2 =

√
3
2x, e3 =

√
5
8 (3x2 − 1).

3.11 By Example 3.10, H is an inner product space so we only need to show
that it is complete with respect to the norm induced by the inner product
defined in Example 3.10. Now, Exercise 2.14 shows that H is complete with
respect to the norm defined in Example 2.8, while Remark 3.11 notes that
this norm is equivalent to the induced norm, so H must also be complete
with respect to the induced norm.

3.12 The results of Exercise 3.9 (and Example 3.28) show that S⊥ is spanned
by the vector v3 = 1

3 (2,−1, 2).

3.13 Since a is the only element of A, it follows from the definition of A⊥ that
x = (x1, . . . , xk) ∈ A⊥ if and only if

0 = (x, a) = a1x1 + . . . + akxk.

3.14 Let S = Sp {ep+1, . . . , ek}. If x ∈ S then x =
∑k

n=p+1 λnen, for some
numbers λn, n = p + 1, . . . , k. Any a ∈ A has the form a =

∑p
m=1 αmem.

By orthonormality,

(x, a) =
k∑

n=p+1

p∑
m=1

λnαm(en, em) = 0,

for all a ∈ A. Thus x ∈ A⊥, and so S ⊂ A⊥. Now suppose that x ∈ A⊥

and write x =
∑k

n=1 λnen. Choosing a =
∑p

m=1 λmem ∈ A, we have

0 = (x, a) =
p∑

m=1

|λm|2,

and so λm = 0, m = 1, . . . , p. This implies that x =
∑k

n=p+1 λnen ∈ S,
and so A⊥ ⊂ S. Therefore, S = A⊥.

3.15 Let S = {(xn) ∈ �2 : x2n−1 = 0 for all n ∈ N}. If x ∈ S and y ∈ A then
(x, y) =

∑∞
n=1 xnyn = 0. Thus x ∈ A⊥, and so S ⊂ A⊥. Conversely, let

x ∈ A⊥ and suppose x2m−1 �= 0 for some m ∈ N. The vector ẽ2m−1 in the
standard orthonormal basis in �2 belongs to A, so 0 = (x, ẽ2m−1) = x2m−1,
which is a contradiction. Thus x2m−1 = 0 for all m ∈ N, so x ∈ S. Hence
A⊥ ⊂ S, and so A⊥ = S.

3.16 Since A ⊂ A we have A
⊥ ⊂ A⊥, by part (e) of Lemma 3.29. Let y ∈ A⊥.

Then (x, y) = 0 for all x ∈ A. Now suppose that x ∈ A, and {xn} is
a sequence of elements of A such that limn→∞ xn = x. Then (x, y) =
limn→∞(xn, y) = 0. Thus (x, y) = 0 for any x ∈ A, and so y ∈ A

⊥
. Hence

A⊥ ⊂ A
⊥

, and so A⊥ = A
⊥

.
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3.17 X ⊂ X+Y and Y ⊂ X+Y so (X+Y )⊥ ⊂ X⊥ and (X+Y )⊥ ⊂ Y ⊥. Thus
(X + Y )⊥ ⊂ X⊥ ∩ Y ⊥. Conversely let u ∈ X⊥ ∩ Y ⊥ and let v ∈ X + Y.

Then u ∈ X⊥, u ∈ Y ⊥ and v = x + y, where x ∈ X and y ∈ Y . Hence

(v, u) = (x + y, u) = (x, u) + (y, u) = 0 + 0 = 0,

so u ∈ (X + Y )⊥, and hence X⊥ ∩ Y ⊥ ⊂ (X + Y )⊥. Thus X⊥ ∩ Y ⊥ =
(X + Y )⊥.

3.18 Let E = {x ∈ H : (x, y) = 0}. For any x ∈ H,

(x, y) = 0 ⇐⇒ (x, αy) = 0, ∀α ∈ F ⇐⇒ x ∈ S⊥,

since any vector in S has the form αy, so E = S⊥. Now, since S is 1-
dimensional it is closed, so by Corollary 3.36, E⊥ = S⊥⊥ = S.

3.19 Suppose that Y ⊥ = {0}. Then by Corollary 3.35 and part (c) of
Lemma 3.29, Y = Y ⊥⊥ = {0}⊥ = H, which contradicts the assumption
that Y �= H, so we must have Y ⊥ �= {0}.

The result need not be true if Y is not closed. To see this let Y be a dense
linear subspace with Y �= H. Then by Exercise 3.16, Y ⊥ = Y

⊥
= H⊥ =

{0}. To see that such subspaces exist in general we consider the subspace
S in Exercise 2.10. It is shown there that this subspace is not closed. To
see that it is dense, let y = {yn} be an arbitrary element of �2 and let
ε > 0. Choose N ∈ N such that

∑∞
n=N |yn|2 < ε2, and define an element

x = {xn} ∈ �2 by xn = yn if n < N , and xn = 0 otherwise. Clearly,
‖x − y‖2 =

∑∞
n=N |yn|2 < ε2, which proves the density of this subspace.

3.20 (a) By parts (f) and (g) of Lemma 3.29, A⊥⊥ is a closed linear subspace
containing A. Hence SpA ⊂ A⊥⊥ by Definition 2.23. Now suppose
that Y is any closed linear subspace containing A. Then by part (e) of
Lemma 3.29 (twice) and Corollary 3.35, A⊥⊥ ⊂ Y ⊥⊥ = Y , and hence
A⊥⊥ ⊂ SpA, by Definition 2.23. Therefore A⊥⊥ = SpA.

(b) By part (f) of Lemma 3.29, A⊥ is a closed linear subspace. By Corol-
lary 3.35, (A⊥)⊥⊥ = A⊥.

3.21 With the notation of Example 3.46 we have, putting x = e1,

∞∑
n=1

|(x, e2n)|2 = 0 < 1 = ‖x‖2.

3.22 Using Theorem 3.42 we have:

(a)
∑∞

n=1 n−2 < ∞, so
∑∞

n=1 n−1en converges;
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(b)
∑∞

n=1 n−1 = ∞, so
∑∞

n=1 n−1/2en does not converge.

3.23 (a) By the given condition and Theorem 3.42 we have

∞∑
n=1

(x, eρ(n))en converges ⇐⇒
∞∑

n=1

|(x, eρ(n))|2 < ∞

⇐⇒
∞∑

n=1

|(x, en)|2 < ∞

⇐⇒
∞∑

n=1

(x, en)en converges.

However, since {en} is an orthonormal sequence,
∑∞

n=1(x, en)en con-
verges (by Corollary 3.44). Hence

∑∞
n=1(x, eρ(n))en converges.

(b) Since {en} is an orthonormal basis, by Theorem 3.47

‖
∞∑

n=1

(x, eρ(n))en‖2 =
∞∑

n=1

|(x, eρ(n))|2 =
∞∑

n=1

|(x, en)|2 = ‖x‖2.

3.24 From Theorem 3.47, x =
∑∞

n=1(x, en)en, so by the continuity of the inner
product,

(x, y) =
(

lim
k→∞

k∑
n=1

(x, en)en, y
)

= lim
k→∞

k∑
n=1

(x, en)(en, y)

=
∞∑

n=1

(x, en)(en, y).

3.25 The first part of the question follows immediately from the characteriza-
tion of density given in part (f) of Theorem 1.25 (for any ε > 0 there exists
k ∈ N such that k > 1/ε and for any k ∈ N there exists ε > 0 such that
k > 1/ε).

Next, suppose that M is separable and N ⊂ M . Then there is a count-
able dense set U = {un : n ∈ N} in M . Now consider an arbitrary pair
(n, k) ∈ N

2. If there exists a point y ∈ N with d(y, un) < 1/k then we put
b(n,k) = y; otherwise we ignore the pair (n, k). Let B ⊂ N be the complete
collection of points bn,k obtained by this process. The set B is countable
(since the set N

2 is countable – see [7] if this is unclear). Also, for any k ≥ 1
and any y ∈ N , there exists un ∈ U such that d(y, un) < 1/2k, so by the
construction of B there is a point b(n,2k) ∈ B with d(b(n,2k), un) < 1/2k.
It follows that d(y, b(n,2k)) < 1/k, and so B must be dense in N . This
proves that N is separable.
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3.26 By Lemma 3.25 and Exercise 3.25 each of Y and Y ⊥ are separable
Hilbert spaces, so by Theorem 3.52 there exist orthonormal bases {ei}m

i=1
and (fj)n

j=1 for Y and Y ⊥ respectively (where m, n are the dimen-
sions of Y, Y ⊥, and may be finite or ∞). We will show that the union
B = {ei}m

i=1 ∪ {fj}n
j=1 is an orthonormal basis for H. Firstly, it is clear

that B is orthonormal (since (ei, fj) = 0 for any i, j). Next, by Theo-
rem 3.34, x = u + v with u ∈ Y , v ∈ Y ⊥, and by Theorem 3.47,

x = u + v =
m∑

i=1

(u, ei)ei +
n∑

j=1

(v, fj)fj

=
m∑

i=1

(x, ei)ei +
n∑

j=1

(x, fj)fj ,

and hence, by Theorem 3.47 again, B is an orthonormal basis for H.

3.27 (a) Consider the space CR[a, b], with norm ‖ · ‖, and suppose that f ∈
CR[a, b] and ε > 0 is arbitrary. By Theorem 1.40 there exists a real
polynomial p1(x) =

∑n
k=0 αkxk such that ‖f − p1‖ < ε/2. Now, for

each k = 0, . . . , n, we choose rational coefficients βk, such that |βn −
αn| < ε/(2nγk) (where γ = max{|a|, |b|}), and let p2(x) =

∑n
k=0 βkxk.

Then

‖p1 − p2‖ ≤
n∑

k=0

|βn − αn|γk < ε/2,

and hence ‖f − p2‖ < ε, which proves the result (by part (f) of The-
orem 1.25). For the complex case we apply this result to the real and
imaginary parts of f ∈ CC[a, b].

(b) Next, consider the space L2
R
[a, b], with norm ‖ · ‖, and suppose that

f ∈ L2
R
[a, b] and ε > 0 is arbitrary. By Theorem 1.62 there exists

a function g ∈ CR[a, b] such that ‖f − g‖ < ε/2. Now, by part (a)
there exists a polynomial p with rational coefficients such that ‖g −
p‖C < ε/(2

√|b − a|) (where ‖ · ‖C denotes the norm in CR[a, b]), so
the L2

R
[a, b] norm ‖g − p‖ < ε/2 and hence ‖f − p‖ < ε, which proves

the result in the real case. Again, for the complex case we apply this
result to the real and imaginary parts of f .

Now, the set of polynomials with rational coefficients is countable, and we
have just shown that it is dense in C[a, b], so this space is separable.

3.28 (a) The 2nth order term in the polynomial un is clearly x2n and the 2nth
derivative of this is (2n)!.
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(b) It suffices to consider the case 0 ≤ m < n. Now, if 0 ≤ k < n, then by
k integrations by parts,∫ 1

−1
xk dnun

dxn
dx = xk dn−1un

dxn−1

∣∣∣1
−1

− k

∫ 1

−1
x(k−1) dn−1un

dxn−1 dx

...

= (−1)kk!
∫ 1

−1

dn−kun

dxn−k
dx

= (−1)kk!
dn−k−1un

dxn−k−1

∣∣∣1
−1

= 0.

Since Pm has order m < n, it follows that (Pm, Pn) = 0.

(c) Using (a) and a standard reduction formula we obtain∫ 1

−1

dnun

dxn

dnun

dxn
dx = (−1)n

∫ 1

−1

d2nun

dx2n
un dx

= (−1)n(2n)! 2
∫ π/2

0
(sin θ)2n+1 dθ

= 2(2n)!
(2n)(2n − 2) . . . 2

(2n + 1)(2n − 1) . . . 1

= (2nn!)2
2

2n + 1
.

(d) Parts (b) and (c) show that the given set is orthonormal. Thus, by
Theorem 3.47 it suffices to show that Sp {en : n ≥ 0} is dense in H.
Now, a simple induction argument shows that any polynomial of order
k can be expressed as a linear combination of the functions e1, . . . , ek

(since, for each n ≥ 0, the polynomial en is of order n ). Thus, the
set Sp {en : n ∈ N} coincides with the set of polynomials on [−1, 1],
which is dense in H by Exercise 3.27. This proves the result.

Chapter 4

4.1 Since |f(x)| ≤ sup{|f(y)| : y ∈ [0, 1]} = ‖f‖ for all x ∈ [0, 1],

|T (f)| =
∣∣∣∣∫ 1

0
f(x) dx

∣∣∣∣ ≤
∫ 1

0
|f(x)| dx ≤

∫ 1

0
‖f‖ dx = ‖f‖.

Hence T is continuous.
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4.2 (a) Since |h(x)| ≤ ‖h‖∞ a.e.,

|f(x)h(x)|2 ≤ |f(x)|2 ‖h‖2
∞ a.e.

Therefore ∫ 1

0
|fh|2 dµ ≤ ‖h‖2

∞

∫ 1

0
|f |2 dµ < ∞,

since f ∈ L2. Thus fh ∈ L2. Moreover

‖fh‖2
2 =

∫ 1

0
|fh|2 dµ ≤ ‖h‖2

∞

∫ 1

0
|f |2 dµ = ‖f‖2

2‖h‖2
∞.

(b) ‖T (f)‖2
2 = ‖fh‖2

2 ≤ ‖f‖2
2‖h‖2

∞ so T is continuous.

4.3 By the Cauchy–Schwarz inequality, for any x ∈ H,

|f(x)|2 = |(x, y)|2 ≤ ‖x‖2‖y‖2

so f is continuous.

4.4 (a) We have to show that ‖(0, 4x1, x2, 4x3, x4, . . .)‖2
2 < ∞. Now

‖(0, 4x1, x2, 4x3, x4, . . .)‖2
2

= 16 |x1|2 + |x2|2 + 16 |x3|2 + |x4|2 + . . .

≤ 16
∞∑

n=1

|xn|2

< ∞,

as {xn} ∈ �2. Hence (0, 4x1, x2, 4x3, x4, . . .) ∈ �2.

(b) T is continuous since

‖T ({xn})‖2
2 = ‖(0, 4x1, x2, 4x3, x4, . . .)‖2

2 ≤ 16‖{xn}‖2
2.

4.5 Let pn ∈ P be defined by pn(t) = tn. Then

‖pn‖ = sup{|pn(t)| : t ∈ [0, 1]} = 1,

while ‖T (pn)‖ = ‖p′
n(1)‖ = n. Therefore there does not exist k ≥ 0 such

that ‖T (p)‖ ≤ k‖p‖ for all p ∈ P and so T is not continuous.

4.6 (a) In the solution of Exercise 4.1 we showed that

|T (f)| =
∣∣∣∣∫ 1

0
f(x) dx

∣∣∣∣ ≤
∫ 1

0
|f(x)| dx ≤

∫ 1

0
‖f‖ dx = ‖f‖.

Hence ‖T‖ ≤ 1.
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(b) |T (g)| =
∣∣∣∣∫ 1

0
g(x) dx

∣∣∣∣ = 1. Since ‖g‖ = sup{g(x) : x ∈ [0, 1]} = 1,

1 = |T (g)| ≤ ‖T‖‖g‖ = ‖T‖.

Combining this with the result in part (a) it follows that ‖T‖ = 1.

4.7 In the solution of Exercise 4.2 we showed that

‖T (f)‖2
2 = ‖fh‖2

2 ≤ ‖f‖2
2‖h‖2

∞.

Hence ‖T (f)‖2 ≤ ‖f‖2‖h‖∞ and so ‖T‖ ≤ ‖h‖∞.

4.8 In the solution of Exercise 4.4 we showed that

‖T{xn}‖2
2 = ‖(0, 4x1, x2, 4x3, x4, . . .)‖2

2 ≤ 16‖{xn}‖2
2.

Therefore ‖T{xn}‖2 ≤ 4‖{xn}‖2 and so

‖T‖ ≤ 4.

Moreover ‖(1, 0, 0, . . .)‖2 = 1 and

‖T (1, 0, 0, . . .)‖2 = ‖(0, 4, 0, . . .)‖2 = 4.

Thus ‖T‖ ≥ 4 and so ‖T‖ = 4.

4.9 Since T is an isometry, ‖T (x)‖ = ‖x‖ for all x ∈ X, so T is continuous
and ‖T‖ ≤ 1. Also, if ‖x‖ = 1 then

1 = ‖x‖ = ‖T (x)‖ ≤ ‖T‖‖x‖ ≤ ‖T‖

and so ‖T‖ = 1.

4.10 By the Cauchy–Schwarz inequality, for all x ∈ H,

|f(x)|2 = |(x, y)|2 ≤ ‖x‖2‖y‖2.

Thus ‖f‖ ≤ ‖y‖. However,

f(y) = (y, y) = ‖y‖2

and so ‖f‖ ≥ ‖y‖. Therefore ‖f‖ = ‖y‖.

4.11 By the Cauchy–Schwarz inequality,

‖Tx‖ = ‖(x, y)z‖ = |(x, y)|‖z‖ ≤ ‖x‖‖y‖‖z‖.

Hence T is bounded and ‖T‖ ≤ ‖y‖‖z‖.
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4.12 By Lemma 4.30,

‖T (R)‖ = ‖PRQ‖ ≤ ‖P‖‖R‖‖Q‖.

Thus T is bounded and ‖T‖ ≤ ‖P‖‖Q‖.

4.13 (a) T 2(x1, x2, x3, x4, . . .) = T (T (x1, x2, x3, x4, . . .))
= T (0, 4x1, x2, 4x3, x4, . . .)
= (0, 0, 4x1, 4x2, 4x3, 4x4, . . .).

(b) From the result in part (a)

‖T 2({xn})‖2
2 = ‖(0, 0, 4x1, 4x2, 4x3, 4x4, . . .)‖2

2 = 16‖{xn}‖2
2,

and hence ‖T 2‖ ≤ 4. Moreover ‖(1, 0, 0, . . .)‖2 = 1 and

‖T 2(1, 0, 0, . . .)‖2 = ‖(0, 0, 4, 0, . . .)‖2 = 4.

Thus ‖T 2‖ ≥ 4 and so ‖T 2‖ = 4.

Since ‖T‖ = 4, by Exercise 4.8, it follows that ‖T‖2 �= ‖T 2‖.

4.14 Since S and T are isometries,

‖(S ◦ T )(x)‖ = ‖S(T (x))‖ = ‖T (x)‖ = ‖x‖,

for all x ∈ X. Hence S ◦ T is an isometry.

4.15 (a) Since
T−1

1 T1 = I = T1T
−1
1 ,

T−1
1 is invertible with inverse T1.

(b) Since
(T1T2)(T−1

2 T−1
1 ) = T1(T2T

−1
2 )T−1

1 = T1T
−1
1 = I

and
(T−1

2 T−1
1 )(T1T2) = T−1

2 (T−1
1 T1)T2 = T−1

2 T2 = I,

T1T2 is invertible with inverse T−1
2 T−1

1 .

4.16 The hypothesis in the question means that the identity map I : X → X

from the Banach space (X, ‖·‖2) to the Banach space (X, ‖·‖1) is bounded.
Since I is one-to-one and maps X onto X it is invertible by Theorem 4.43.
Since the inverse of I is I itself, we deduce that I is a bounded linear
operator from (X, ‖ · ‖1) to (X, ‖ · ‖2). Therefore, there exists r > 0 such
that ‖x‖2 ≤ r‖x‖1 for all x ∈ X, and so ‖x‖1 and ‖x‖2 are equivalent.
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4.17 (a) Let α = inf{|cn| : n ∈ N}. Then |cn| ≥ α for all n ∈ N and so

dn =
1
cn

≤ 1
α

for all n ∈ N. Thus d = {dn} ∈ �∞. Now

TcTd{xn} = Tc{dnxn} = {cndnxn} = {xn}
and

TdTc{xn} = Td{cnxn} = {dncnxn} = {xn}.

Hence TcTd = TdTc = I.

(b) Since λ /∈ {cn : n ∈ N}− then inf{|cn − λ| : n ∈ N} > 0. Hence if
bn = cn − λ then {bn} ∈ �∞ and as inf{|bn| : n ∈ N} > 0 then Tb is
invertible by part (a). But Tb{xn} = {(cn−λ)xn} = {cnxn}−{λxn} =
(Tc − λI){xn} so Tb = Tc − λI. Thus Tc − λI is invertible.

4.18 Since ‖ẽn‖ = 1 for all n ∈ N and

Tc(ẽn) = (0, 0, . . . , 0,
1
n

, 0, . . .)

so that
lim

n→∞ ‖Tc(ẽn)‖ = lim
n→∞

1
n

= 0,

it follows that Tc is not invertible by Corollary 4.49.

4.19 Since lim
n→∞ Tn = T there exists N ∈ N such that

‖Tn − T‖ < 1

when n ≥ N. Now

‖I − T−1
n T‖ = ‖T−1

n (Tn − T )‖ ≤ ‖T−1
n ‖‖Tn − T‖ < 1

when n ≥ N. Thus T−1
N T is invertible by Theorem 4.40 and so T =

TNT−1
N T is invertible.

4.20 With ẽn ∈ �2, n ≥ 1, as in Definition 1.60, we have ‖Tn(ẽn) = n, so
‖Tn‖ ≥ n, and hence the set {‖Tn‖ : n ∈ N} is not bounded. To see that
U is not complete, define

uk =
(

1,
1
2
,
1
3
, . . . ,

1
k

, 0, 0, . . .

)
∈ V, k ≥ 1,

which yields a Cauchy sequence {uk} in U , which does not converge in U .
However, setting X = F and S = N, we see that this example satisfies all
the hypotheses of Theorem 4.52 except the completeness of U . Since the
conclusion of the the theorem does not hold, we see that the completeness
of U is necessary.
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4.21 It follows from the hypothesis in the question that the mapping T : �1 → F

defined by Tx =
∑∞

k=1 αkxn is well defined, and by Corollary 4.53, T ∈
B(�1, F). Hence, |αn| = ‖T ẽn‖ ≤ ‖T‖, for all n ∈ N, which shows that
{αn} ∈ �∞.

Chapter 5

5.1 Since M is a closed linear subspace of a Hilbert space, M is also a Hilbert
space. Since f ∈ M′ there exists y ∈ M such that f(x) = (x, y) for
all x ∈ M and ‖f‖ = ‖y‖, by Theorem 5.2. If we define g : H → C

by g(x) = (x, y), for all x ∈ H, then g ∈ H′ and ‖g‖ = ‖y‖, by the
solution to Exercise 4.10. Hence, g(x) = (x, y) = f(x) for all x ∈ M and
‖f‖ = ‖y‖ = ‖g‖.

5.2 (a) A simple adaptation of the proof of Theorem 3.52 (b) shows that �p

is separable for all 1 ≤ p < ∞.

(b) Let xk, k ≥ 1, be an arbitrary sequence in �∞, with each xk having
the form xk = (xk

1 , xk
2 , . . .). Defining z ∈ �∞ by zn = xn

n + 1, n ≥ 1, it
is clear that ‖z − xk‖∞ ≥ |zk − xk

k| = 1 for all k ≥ 1, so the set {xk}
cannot be dense in �∞.

(c) Suppose that 1 ≤ p < ∞, and let z ∈ �p and ε > 0 be arbitrary.
By definition, there exists an integer k ≥ 1 such that |zn| < ε for all
n ≥ k. Now define x ∈ S by xn = zn, n = 1, . . . , k, xn = 0, n > k.
Then ‖z − x‖∞ ≤ ε, which shows that S is dense in �p. Since �p is
separable, S must be separable (by Theorem 1.43).

Since �∞ is not separable, S cannot be dense in �∞. For a more explicit
demonstration of this, define z = (1, 1, . . .) ∈ �∞. If x ∈ S then x has
only finitely many non-zero entries, so ‖z − x‖∞ ≥ 1, and hence S
cannot be dense in �∞.

5.3 (a) By definition, S ⊂ c0 ⊂ �1 so by Exercise 5.2 and Theorem 1.43, S is
dense in c0 and c0 is separable.

(b) Suppose that c0 is not closed in �∞. Then there exists a sequence
xk ∈ c0, k = 1, 2, . . . , and an x ∈ �∞ \ c0 such that ‖xk − x‖∞ → 0.
Since x �∈ c0, there is a δ > 0 such that |xn| > δ for infinitely many
n ≥ 1. However, for each k ≥ 1 we have limn→∞ |xk

n| = 0, so by the
definition of ‖ · ‖∞, ‖xk − x‖∞ ≥ δ which is a contradiction.

(c) The proof that Tc0 : �1 → (c0)′, is a linear isometric isomorphism now
follows the proof of Theorem 5.5, with some minor differences to the
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inequalities due to the sequences lying in �∞ and �1, rather than in �p

and �q.

5.4 We simply verify the conditions in Definition 5.9:
(a) f(x + y) = f(x) + f(y); f(αx) = αf(x);
(b) p(x + y) = |f(x) + f(y)| ≤ p(x) + p(y); p(αx) = |α|f(x) = αp(x);
(d) p(x + y) = ‖f(x) + f(y)‖ ≤ p(x) + p(y); p(αx) = αp(x);
(d) p(x + y) = |x1 + y1| + x2 + y2 ≤ |x1| + x2 + |y1| + y2 = p(x) + p(y);

p(αx) = α(|x1| + x2) = αp(x).

5.5 By (5.6),

|g(v)|2 = |gR(v)|2 + |gR(iv)|2, v ∈ V.

Hence, if g ∈ V ′ then for any v ∈ V , |gR(v)| ≤ |g(v)| ≤ ‖g‖‖v‖, so that
gR ∈ V ′

R, and ‖gR‖ ≤ ‖g‖. Conversely, if gR ∈ V ′
R then for any v ∈ V we

can choose α ∈ C such that |g(v)| = αg(v) (clearly, |α| = 1), and so

|g(v)| = g(αv) = gR(αv) ≤ ‖gR‖‖v‖.

Hence, g ∈ V ′ and ‖g‖ ≤ ‖gR‖.

5.6 Corollary 5.22:

(a) This follows from Theorem 5.21, with W = {0}.

(b) This follows immediately from part (a).

(c) This again follows from Theorem 5.21, with W = Sp {y} (or inter-
change the roles of x and y if x = 0).

Corollary 5.23: letting W = Sp {x1, . . . , xn} ⊂ X, Theorem 5.1 shows that
there exist functionals f1,W , . . . , fn,W ∈ W ′ with the required properties
and, by Theorem 5.21, these can be extended to functionals in X ′.

5.7 If W is dense in X and W ⊂ Ker f , for some f ∈ X ′, then by continuity
f(x) = 0 for all x ∈ X, that is, f is the zero functional. If W is not dense in
X then there exists x ∈ X such that δ > 0, where δ is as in Theorem 5.21.
This theorem then yields a suitable functional f ∈ X ′.

5.8 By Exercise 5.2, the set S is not dense in �∞ so there exists z ∈ �∞ such
that infx∈S ‖z − x‖∞ > 0 (for example, z = (1, 1, . . .), see the solution to
Exercise 5.2). Hence, by Theorem 5.21, there exists non-zero f ∈ (�∞)′

such that f(x) = 0 for all x ∈ S. Hence, for any n ≥ 1, ẽn ∈ S, so
f(ẽn) = 0. Now, if f had the form fa for some sequence a, then we would
have an = f(ẽn) = 0, for all n, which would yield a = 0, and hence f = 0,
which contradicts the fact that f is non-zero.
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5.9 By definition, Aε =
⋃

a∈A Bε(0), that is, Aε is a union of open sets, so is
open. Next, for i = 1, 2, let ai ∈ A, δi ∈ Bε(0). Then, for any λ ∈ [0, 1],

λ(a1+δ1)+(1−λ)(a2+δ2) = λa1+(1−λ)a2+λδ1+(1−λ)δ2 ∈ A+Bε(0),

since A is convex and ‖λδ1 + (1 − λ)δ2‖ ≤ λ‖δ1‖ + (1 − λ)‖δ2‖ < ε, which
proves that Aε is convex.

5.10 Suppose that X is complex and the hypotheses of Theorem 5.30 hold in
X. Since the definition of convexity only involves multiplication by real
numbers, these hypotheses also hold in XR, so the real case of the theorem
constructs a real functional fR ∈ X ′

R such that either (5.11) or (5.12) hold,
with �e f replaced by fR. Now define a complex functional f on X as in
(5.6). By Lemma 5.15, f ∈ X ′, and by definition, �e f = fR, so that
(5.11) or (5.12) hold as stated, which completes the proof.

5.11 As suggested by the hint in the Exercise, we follow the proof of Theo-
rem 5.30 — for brevity we simply describe the necessary changes.

Let W = Sp {w0} ⊕ U and define fW (αw0 + u) = α, α ∈ R, u ∈ U . It
follows from the condition A ∩ (x0 + U) = ø that w0 + u �∈ C, for any
u ∈ U , and hence pC(w0 + u) ≥ 1. It then follows that fW satisfies (5.3),
and so, as before, fW has an extension f ∈ X ′. Now, with γ = f(x0), it
follows as before that f(a) < γ = f(x0 +u), a ∈ A, u ∈ U . That is, x0 +U

is contained in the hyperplane H = f−1(γ), and A ∩ H = ø.

5.12 Suppose that x ∈ X \ W . By Theorem 5.21 there exists f ∈ X ′ such that
f(w) = 0, w ∈ W , and f(x) �= 0. Let H be the hyperplane f−1(0). Then
W ⊂ H and x �∈ H, which proves the result.

5.13 Applying Theorem 5.30 (b), with A = {x0}, yields a functional f0 ∈ X ′

satisfying (5.12). Now, by the condition on B in the Exercise, 0 ∈ B, so
we must have γ < 0 in (5.12). Hence, defining f1 = γ−1f0 ∈ X ′, (5.12)
yields

�e f1(b) < 1 < �e f1(x0), b ∈ B.

Now suppose that there exists b1 ∈ B such that |f1(b1)| ≥ 1. Let α =
|f1(b1)|f1(b1)−, where f1(b1)− denotes complex conjugate. Then |α| = 1
and so, by the condition on B and the above inequality,

1 ≤ |f1(b1)|2 = αf1(b1) = f1(αb1) = �e f1(αb1) < 1.

This contradiction shows that |f1(b)| < 1 for all b ∈ B. Finally, let β =
|f1(x0)|f(x0)−, and define f = βf1. Since |β| = 1, f has all the required
properties.
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5.14 For each a ∈ A, JX(xa) ∈ X ′′ satisfies JX(xa)(f) = f(xa). Then
‖JX(xa)‖ = ‖xa‖, and for each f ∈ X ′ we have

sup{|JX(xa)(f)| : a ∈ A} < ∞.

Since X ′′ is a Banach space, it follows from the uniform boundedness
principle (Theorem 4.52) that

sup{‖xa‖ : a ∈ A} = sup{‖JX(xa)‖ : a ∈ A} < ∞.

5.15 Let x ∈ �p, y ∈ �q, be arbitrary. Then, by the various definitions,

T ′
p(J�p(x))(y) = J�p(x)Tp(y) = Tp(y)(x) =

∞∑
n=1

ynxn = Tq(x)(y),

so that T ′
p(J�p(x)) = Tq(x), and hence T ′

p ◦ J�p = Tq.

Now, by Theorem 5.5, Tp, Tq, are isomorphisms, so by Theorem 5.53, T ′
p

is an isomorphism, and hence J�p is an isomorphism, which proves that �p

is reflexive.

5.16 (a) Let f ∈ W ◦
2 and let x ∈ W1. Then x ∈ W2 and so f(x) = 0. Therefore

f ∈ W ◦
1 and hence W ◦

2 ⊆ W ◦
1 .

Let y ∈ ◦Z2 and let g ∈ Z1. Then g ∈ Z2 and so g(y) = 0. Therefore
y ∈◦Z1 and hence ◦Z2 ⊆◦Z1.

(b) Let x ∈ W1. Then f(x) = 0 for all f ∈ W ◦
1 . Therefore x ∈◦(W ◦

1 ) and
so W1 ⊆ ◦(W ◦

1 )

Let g ∈ Z1. Then g(y) = 0 for all y ∈ ◦Z1. Therefore g ∈ (◦Z1)◦ and
so Z1 ⊆ (◦Z1)◦.

(c) It is easy to check that W ◦
1 and ◦Z1 are linear subspaces. Let {fn} be

a sequence in W ◦
1 which converges to f and let x ∈ W1. Then for each

n ∈ N we have fn(x) = 0 and so f(x) = lim
n→∞fn(x) = 0. Therefore

f ∈ W ◦
1 and so W ◦

1 is closed.

Let {yn} be a sequence in ◦Z1 which converges to y and let g ∈ Z1.

Then for each n ∈ N we have g(yn) = 0 and so g(y) = lim
n→∞g(yn) = 0.

Therefore y ∈◦Z1 and so ◦Z1 is closed.

5.17 First suppose that x ∈ Ker T and let f ∈ (Im T ′). Then there exists
g ∈ Y ′ such that f = T ′(g). Hence

f(x) = T ′(g)(x) = g(T (x)) = 0

and so x ∈ ◦(Im T ′).
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Conversely, suppose that x ∈ ◦(Im T ′). Then if g ∈ Y ′,

g(T (x)) = (T ′(g))(x) = 0,

since T ′(g) ∈ (Im T ′). Hence, by the Hahn–Banach theorem, T (x) = 0
and so x ∈ Ker T. Therefore Ker T = ◦(Im T ′).

5.18 By Theorem 5.53 (a), we need to prove that T ′ is an isometry. By defini-
tion, T ′(f)(x) = f(Tx), for all x ∈ X, so

‖T ′(f)(x)‖ = ‖f(Tx)‖ ≤ ‖f‖‖T‖‖x‖ ⇒ ‖T ′f‖ ≤ ‖f‖
(since ‖T‖ = 1). On the other hand, for any ε > 0 there exists y ∈ Y such
that ‖y‖ = 1 and ‖f(y)‖ ≥ ‖f‖ − ε. Letting x = T −1y, we have ‖x‖ = 1
and

‖T ′f‖ ≥ ‖T ′(f)(x)‖ = ‖f(Tx)‖ = ‖f(y)‖ ≥ ‖f‖ − ε.

5.19 Clearly ‖x + Y ‖ ≥ 0. Suppose that ‖x + Y ‖ = 0 and let {yn} be a
sequence in Y such that lim

n→∞‖x+yn‖ = 0. This means that x = lim
n→∞−yn

and therefore x is in the closure of Y. Since Y is closed, x ∈ Y and so
x + Y = Y = 0 + Y.

Let x1, x2 ∈ X, let y1, y2 ∈ Y and let α ∈ F. Since

‖(x1 + x2) + Y ‖ ≤ ‖x1 + x2 + y1 + y2‖ ≤ ‖x1 + y1‖ + ‖x2 + y2‖,

it follows that ‖(x1 + x2) + Y ‖ ≤ ‖x1 + Y ‖ + ‖x2 + Y ‖.

If α = 0 then it is clear that ‖(αx1) + Y ‖ = |α|‖x1 + Y ‖, so to complete
the proof we can assume that α > 0. Then

‖(αx1) + Y ‖ ≤ ‖(αx1) + y1‖ = |α|‖x1 + (α)−1y1‖,

and hence ‖(αx1) + Y ‖ ≤ |α|‖x1 + Y ‖. A similar argument shows that
|α|‖x1 + Y ‖ ≤ ‖(αx1) + Y ‖, which completes the verification.

5.20 By the Hahn–Banach theorem, the set E(f) is non-empty, and there exists
h ∈ E(f) such that ‖f‖ = ‖h‖. Let g ∈ X ′. If g ∈ E(f) then g(x) = f(x)
for all x ∈ M , so g(x) = h(x) for all x ∈ M . Hence g − h ∈ Y ◦, and
therefore g ∈ h+Y ◦. Reversing this argument, if g ∈ h+Y ◦ then g ∈ E(f),
so that E(f) is the coset h+Y ◦. Therefore T is well defined and it is easy
to check that it is a linear transformation. In addition, if g+Y ◦ ∈ X ′/(Y ◦)
and k is the restriction of g to Y then k ∈ Y ′ and T (k) = g + Y ◦. Hence
T maps Y ′ onto X ′/(Y ◦).

If g ∈ E(f) then ‖g‖ ≥ ‖f‖, so

‖f‖ ≤ inf{‖g‖ : g ∈ E(f)} ≤ ‖h‖ = ‖f‖.

Therefore ‖f‖ = ‖h + Y ◦‖, so that T is an isometry.
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5.21 By the definition of the quotient norm, Q is a linear transformation of
X onto X/Y with ‖Q‖ ≤ 1. Hence, by Theorem 5.53, ‖Q′‖ ≤ 1 and
Ker Q′ = {0}, and so ‖Q′(k)‖ ≤ ‖k‖ for all k ∈ (X/Y )′.

If y ∈ Y and k ∈ (X/Y )′ then

(Q′(k))(y) = k(Q(y)) = k(0 + Y ) = 0,

so that Q′ maps (X/Y )′ into Y ◦. Conversely, let g ∈ Y ◦. If p+Y = q +Y

then p − q ∈ Y , so that g(p − q) = 0, and hence g(p) = g(q). Therefore,
the mapping h : X/Y → F defined by h(x+Y ) = g(x) is well-defined and
it is easy to check that h is a linear transformation. Also

|h(x + Y )| = |g(x)| ≤ ‖g‖‖x‖,

for any x ∈ X, and so

|h(x + Y )| ≤ ‖g‖ inf{‖y‖ : y ∈ x + Y } ≤ ‖g‖‖x + Y ‖.

Therefore h is bounded and ‖h‖ ≤ ‖g‖. Also

(Q′(h))(x) = h(Q(x)) = h(x + Y ) = g(x),

for all x ∈ X. Hence Q′(h) = g and so Q′ maps (X/Y )′ onto Y ◦. Moreover,
from above, ‖h‖ ≤ ‖g‖ = ‖Q′(h)‖. Thus Q′ is an isometry.

5.22 Suppose that c0 is reflexive. Then c0 is isomorphic to c′′
0 , so c′′

0 is separable
(c0 is separable, by Exercise 5.3). However, by Exercise 5.3, c′

0 is isomor-
phic to �1, so by Theorem 5.5 and Corollary 5.54, c′′

0 is isomorphic to �∞,
which is not separable. This contradiction shows that c0 is not reflexive.

5.23 (a) (PQ)2 = PQPQ = P 2Q2 = PQ, so PQ is a projection. Clearly,
Im PQ = Im QP ⊂ Im P ∩ Im Q, while if x ∈ Im P ∩ Im Q then, by
Lemma 5.60, PQx = Px = x, so that x ∈ Im PQ.

(b) (P + Q)2 = P 2 + PQ + QP + Q2 = P + Q, so P + Q is a projection.
Now, if x ∈ Im P ∩ Im Q then x = Px = PQx = 0. Hence, it is
clear that Im (P + Q) ⊂ Im P ⊕ Im Q. Next, if x ∈ Im P ⊕ Im Q then
x = u + v = Pu + Qv ∈ Im (P + Q), where u ∈ Im P , v ∈ Im Q.

(c) If Im P ⊂ Im Q then, for any x ∈ X, Px ∈ Im Q, so QPx = Px.
Conversely, if QP = P and u ∈ Im P , then u = Pu = QPu = Qu,
and hence u ∈ Im Q.

5.24 It is clear that the series in the definition of dw converges for all f, g ∈ X ′.
It is also clear that dw(f, g) ≥ 0, dw(f, g) = dw(g, f) and dw(f, f) = 0.
Conversely, if dw(f, g) = 0 then, by definition, f(sk) = g(sk) for all k, and
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since {sk} is dense in X, this implies that f = g. Finally, if h ∈ X ′ then
for any k ≥ 1,

|f(sk) − h(sk)| ≤ |f(sk) − g(sk)| + |g(sk) − h(sk)|,
from which it follows that dw satisfies the triangle inequality, and hence
that dw is a metric.

5.25 (a) If f ∈ H′ then by the Riesz–Fréchet theorem (Theorem 5.2) there
exists y ∈ H such that f(x) = (x, y) for all x ∈ H. Therefore {xn} is
weakly convergent to x if and only if limn→∞(xn, y) = (x, y) for all
y ∈ H.

(b) Again by the Riesz–Fréchet theorem, it suffices to show that (en, y) →
0 for any y ∈ H. However, this follows immediately from Bessel’s
inequality (Lemma 3.41).

5.26 Since {ek} is an orthonormal basis, Sp {ek} = H, so the result follows
from Lemma 5.66 and the Riesz–Fréchet theorem.

On the other hand, the sequence xn = nen, n = 1, 2, . . ., satisfies
limn→∞(xn, ek) = 0, for all k, but is unbounded, so cannot be weakly
convergent.

5.27 Let {sk} be a dense sequence and dw the corresponding metric. For each
n = 1, 2, . . . , choose xn ∈ (Sp {s1, . . . , sn})⊥, with ‖xn‖ = n. Then the
sequence {xn} is unbounded and

dw(xn, 0) =
∞∑

k=n+1

1
2k

|(sk, xn)|
‖sk‖ ≤ n

2n
,

so that dw(xn, 0) → 0.

5.28 Consider an arbitrary f ∈ Y ′, and define fT = f ◦ T ∈ X ′. Since xn ⇀ x

in X, we have fT (xn) → fT (x), that is, f(Txn) → f(Tx). Since f ∈ Y ′

was arbitrary, this shows that Txn ⇀ Tx in Y .

5.29 By Corollary 5.22 there exists f ∈ X ′ such that ‖f‖ = 1 and f(x) = ‖x‖,
so by weak convergence,

‖x‖ = f(x) = lim
n→∞ f(xn) ≤ lim inf

n→∞ ‖xn‖.

5.30 It follows from xn ⇀ x and ‖xn‖ → ‖x‖ that

lim
n→∞ ‖xn − x‖2 = lim

n→∞(xn − x, xn − x)

= lim
n→∞

(‖xn‖2 − (xn, x) − (x, xn) + ‖x‖2) = 0.
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5.31 Define m = inf{‖y − x‖ : x ∈ M}, and choose a sequence {xn} in M such
that ‖y − xn‖ → m. Since {xn} is bounded it has a subsequence (which
we still denote by {xn}) which converges weakly to some yM ∈ M (by
Lemma 5.70 (d) and Theorem 5.73). Now, by Exercise 5.29,

‖y − yM‖ ≤ lim
n→∞ ‖y − xn‖ = m ≤ ‖y − yM‖,

which proves the first result.

To prove the second result, let H be an infinite-dimensional Hilbert space,
let {en} be an orthonormal sequence in H, let y = 0 and suppose that
M = {(1 + 1

n )en : n ∈ N}. Then M is bounded and closed, and m = 1,
but clearly there is no element of M with norm 1.

Chapter 6

6.1 Let {xn}, {yn} ∈ �2 and let {zn} = T ∗
c ({yn}). From

({cnxn}, {yn}) = (Tc{xn}, {yn}) = ({xn}, {zn}),

we obtain
∑∞

n=1 cnxnyn =
∑∞

n=1 xnzn. This is satisfied for all {xn} ∈ �2

if zn = cnyn (or zn = cnyn ) for all n ∈ N. Hence, writing c = {cn} we
have (Tc)∗ = Tc by the uniqueness of the adjoint.

6.2 Let x = {xn}, y = {yn} ∈ �2 and let z = {zn} = (T )∗({yn}). Since
(Tx, y) = (x, z), we have

((0, 4x1, x2, 4x3, x4, . . .) , (y1, y2, y3, y4, . . .))

= ((x1, x2, x3, x4, . . .), (z1, z2, z3, z4, . . .)).

Therefore

4x1y2 + x2y3 + 4x3y4 + . . . = x1z1 + x2z2 + x3z3 + . . . .

This is satisfied if z1 = 4y2, z2 = y3, z3 = 4y4, . . . . Hence it follows that
T ∗(y) = (4y2, y3, 4y4, . . .) by the uniqueness of the adjoint.

6.3 (Tx, w) = ((x, y)z, w) = (x, y)(z, w) = (w, z)(x, y) = (x, (w, z)y). Thus
T ∗(w) = (w, z)y by the uniqueness of the adjoint.

6.4 (a) For all x ∈ H and y ∈ K we have

(x, (µR + λS)∗y) = ((µR + λS)x, y)
= (µRx + λSx, y)
= µ(Rx, y) + λ(Sx, y)
= µ(x, R∗y) + λ(x, S∗y)
= (x, µR∗y) + (x, λS∗y)
= (x, (µR∗ + λS∗)y).
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Thus (λS + µR)∗ = λS∗ + µR∗ by the uniqueness of the adjoint.

(b) For all x ∈ H and z ∈ L we have

(TRx, z) = (Rx, T ∗z) = (x, R∗T ∗z).

Hence (TR)∗ = R∗T ∗ by the uniqueness of the adjoint.

6.5 (a) If x ∈ Ker T then Tx = 0 so T ∗Tx = 0. Hence x ∈ Ker (T ∗T ).

Conversely if x ∈ Ker (T ∗T ), we have T ∗Tx = 0. Hence

(x, T ∗Tx) = 0,

and so (Tx, Tx) = 0. Therefore Tx = 0 and thus x ∈ Ker T.

Combining these results it follows that Ker T = Ker (T ∗T ).

(b) Im T ∗ = ((Im T ∗)⊥)⊥ by Corollary 3.36
= (Ker T )⊥ by Lemma 6.11
= (Ker T ∗T )⊥ by part (a)
= ((Im (T ∗T )∗)⊥)⊥ by Lemma 6.11
= ((Im T ∗T )⊥)⊥ as (T ∗T )∗ = T ∗T
= Im T ∗T by Corollary 3.36.

6.6 A∗ =
[

1 0
1 1

]
, so AA∗ =

[
2 1
1 1

]
, while A∗A =

[
1 1
1 2

]
. Therefore

A is not normal.

6.7 (a) (Tc)∗ = Tc so
(Tc)∗Tc({xn}) = TcTc({xn})

= Tc({cnxn})
= {cncnxn}
= {|cn|2xn}
= T|c|2{xn}.

Therefore (Tc)∗Tc = T|c|2 .

Tc(Tc)∗({xn}) = TcTc({xn})
= Tc({cnxn})
= {cncnxn}
= {|cn|2xn}
= T|c|2{xn}.

Thus Tc(Tc)∗ = T|c|2 and so Tc is normal.

(b) T ∗T ({xn}) = T ∗(0, 2x1, x2, 2x3, x4, . . .) = (4x1, x2, 4x3, x4, . . .).
TT ∗({xn}) = T (2x2, x3, 2x4, x5, . . .) = (0, 4x2, x3, 4x4, . . .).
Hence T ∗T �= TT ∗ so T is not normal.
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6.8 By first using the identity in Lemma 3.14(b), with u = Tx and v = Ty,
and the hypothesis in Lemma 6.29 we obtain

4(Tx, y) = (T (x + y), x + y) − (T (x − y), x − y)
+ i(T (x + iy), x + iy) − i(T (x − iy), x − iy)

= (S(x + y), x + y) − (S(x − y), x − y)
+ i(S(x + iy), x + iy) − i(S(x − iy), x − iy)

= 4(Sx, y),

using the identity in Lemma 3.14(b) with u = Sx and v = Sy.

Thus (Tx, y) = (Sx, y) for all x, y ∈ H and so Tx = Sx for all x ∈ H by
Exercise 3.1. Hence S = T .

6.9 (TT ∗x, x) = (T ∗x, T ∗x) = ‖T ∗x‖2 = ‖Tx‖2 (by the assumption in the
exercise) = (Tx, Tx) = (T ∗Tx, x). Thus, T ∗T = TT ∗ by Exercise 6.8 and
so T is normal.

6.10 (a) If cn ∈ R for all n ∈ N, c = c and so (Tc)∗ = Tc = Tc. Hence Tc is
self-adjoint.

(b) If |cn| = 1 for all n ∈ N, then Tc(Tc)∗ = T|c|2 = I and similarly
(Tc)∗Tc = I. Therefore Tc is unitary.

6.11 By Lemma 6.8 and Theorem 6.10, we have

(T ∗ST )∗ = T ∗S∗T ∗∗ = T ∗ST,

as S is self-adjoint. Hence T ∗ST is self-adjoint.

6.12 By Lemma 6.14, A∗ is invertible and (A∗)−1 = (A−1)∗. However, as A is
self-adjoint, A∗ = A so A−1 = (A−1)∗. Hence A−1 is self-adjoint.

6.13 As S and T are self-adjoint, (ST )∗ = T ∗S∗ = TS by Lemma 6.8. Therefore
ST = (ST )∗ if and only if ST = TS.

6.14 (a) U∗U∗∗ = U∗U = I and similarly U∗∗U∗ = I, since U is unitary. Hence
U∗ is unitary. U is an isometry, by Theorem 6.30, so ‖U‖ = 1. Since
U∗ is also unitary, ‖U∗‖ = 1.

(b) (U1U2)∗ = U∗
2 U∗

1 so

(U1U2)∗U1U2 = U∗
2 U∗

1 U1U2 = U∗
2 U2 = I,

as U1, U2 ∈ U and similarly U1U2(U1U2)∗ = I. Hence U1U2 ∈ U .
As U1 is unitary (U1)∗ = U−1

1 and so U−1
1 ∈ U .

(c) Let {Un} be a sequence in U which converges to U ∈ B(H). Then {U∗
n}

converges to U∗ so {UnU∗
n} converges to UU∗. However, UnU∗

n = I

for all n ∈ N and so UU∗ = I. Similarly, U∗U = I so U ∈ U . Hence U
is a closed subset of B(H).
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6.15 As U is unitary,
‖T‖ = ‖UU∗TUU∗‖

≤ ‖U‖‖U∗TU‖‖U∗‖
= ‖U‖‖f(T )‖‖U∗‖
= ‖U∗TU‖
≤ ‖U∗‖‖T‖‖U‖
= ‖T‖

for all T ∈ B(H). Hence ‖f(T )‖ = ‖T‖ and so f is an isometry.

6.16 (a) (1, 0, 0, . . .) and (0, 1, 0, 0, . . .) are in �2 and

T (1, 0, 0, . . .) = (1, 0, 0, . . .) = 1(1, 0, 0, . . .)

so 1 is an eigenvalue of T with eigenvector (1, 0, 0, . . .). Also

T (0, 1, 0, 0, . . .) = (0,−1, 0, 0, . . .) = (−1)(0, 1, 0, 0, . . .)

so −1 is an eigenvalue of T with eigenvector (0, 1, 0, 0, . . .).

(b) T 2 = I as

T 2(x1, x2, x3, x4, . . .) = T (x1,−x2, x3,−x4, . . .)
= (x1, x2, x3, x4, . . .).

Thus σ(T 2) = {1} and thus since σ(T 2) = (σ(T ))2 it follows that
σ(T ) ⊆ {−1, 1}. But from part (a), 1 and −1 are eigenvalues of T , so
{−1, 1} ⊆ σ(T ). Hence σ(T ) = {−1, 1}.

6.17 We have

S∗S(x1, x2, x3, . . .) = S∗(0, x1, x2, x3, . . .) = (x1, x2, x3, . . .)

so S∗S = I. On the other hand

SS∗(x1, x2, x3, . . .) = S(x2, x3, . . .) = (0, x2, x3, . . .).

Thus SS∗(1, 0, 0, . . .) = (0, 0, 0, . . .) = 0(1, 0, 0, . . .) so 0 is an eigenvalue of
SS∗ with eigenvector (1, 0, 0, . . .).

6.18 (a) Clearly,

Tc(ẽm) = (0, 0, . . . , 0, cm, 0, . . .) = cm(0, 0, . . . , 0, 1, 0, . . .) = cmẽm.

Hence cm is an eigenvalue of Tc with eigenvector ẽm.

(b) {cn : n ∈ N} ⊆ σ(Tc) by part (a) and so, as σ(Tc) is closed,

{cn : n ∈ N}− ⊆ σ(Tc).
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6.19 (a) T ∗(x1, x2, x3, x4, . . .) = (4x2, x3, 4x4, . . .) by Exercise 6.2. Hence

(T ∗)2(x1, x2, x3, x4, . . .) = T ∗(T ∗(x1, x2, x3, x4, . . .))
= T ∗(4x2, x3, 4x4, x5, . . .)
= (4x3, 4x4, 4x5, 4x6, . . .).

We need to find a non-zero {xn} ∈ �2 such that

(4x3, 4x4, 4x5, . . .) = (µx1, µx2, µx3, . . .),

that is, 4xn+2 = µxn for all n ∈ N. Let x1 = x2 = 1 and x2n−1 =

x2n =
(µ

4

)n−1
for n ≥ 2. Then {xn} is non-zero and, as |µ| < 4,

∞∑
n=1

|xn|2 = 2
∞∑

n=0

( |µ|
4

)2(n−1)

< ∞,

so {xn} ∈ �2. Thus (T ∗)2({xn}) = µ{xn} and so µ is an eigenvalue of
(T ∗)2 with eigenvector {xn}.

(b) {λ ∈ C : |λ| < 4} ⊆ σ((T ∗)2) by part (a) and Lemma 6.34. Thus,
{λ ∈ C : |λ| < 4} ⊆ σ(T 2) by Lemma 6.37. However, from elementary
geometry

{λ ∈ C : |λ| < 4} = {λ ∈ C : |λ| < 4},

so {λ ∈ C : |λ| < 4} ⊆ σ(T 2). As σ(T 2) is closed by Theorem 6.36

{λ ∈ C : |λ| ≤ 4} ⊆ σ(T 2).

Hence if |λ| ≤ 2 then λ ∈ σ(T ) otherwise λ2 /∈ σ(T 2) by Theorem 6.39.
This implies that |λ|2 > 4, which is a contradiction. On the other hand,
if λ ∈ σ(T ) then λ2 ∈ σ(T 2) by Theorem 6.39. Hence

|λ|2 ≤ rσ(T 2) ≤ ‖T 2‖ = 4

by Theorem 6.36 and Exercise 4.13. Hence σ(T ) = {λ ∈ C : |λ| ≤ 2}.

6.20 (a) A is self-adjoint so its norm is the maximum of |λ1| and |λ2| where λ1

and λ2 are the eigenvalues of A. The characteristic equation of A is

det
[

1 − λ 1
1 2 − λ

]
= 0,

that is, (1 − λ)(2 − λ) − 1 = 0. Hence the eigenvalues of A are
3 ± √

9 − 4
2

or
3 ± √

5
2

. Thus the norm of A is
3 +

√
5

2
.

(b) ‖B‖2 = ‖B∗B‖ =
∥∥∥∥[ 1 1

1 2

]∥∥∥∥. Thus, ‖B‖ =

√
3 +

√
5

2
by part (a).
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6.21 (Sn)∗ = (S∗)n = Sn as S is self-adjoint. Hence Sn is self-adjoint and thus
by Theorem 6.43

‖Sn‖ = sup{|µ| : µ ∈ σ(Sn)}
= sup{|λn| : λ ∈ σ(S)}
= (sup{|λ| : λ ∈ σ(S)})n

= ‖S‖n.

6.22 Since S − λI is self-adjoint and σ(S − λI) = {0} by Theorem 6.39, it
follows that

‖S − λI‖ = rσ(S − λI) = 0,

by Theorem 6.43. Hence S − λI = 0 and so S = λI.

6.23 Let T be the linear transformation defined on �2 by

T (x1, x2, x3, x4, . . .) = (0, x1, 0, x3, 0, . . .).

Then T is bounded as

‖T (x1, x2, x3, x4, . . .)‖2 = ‖(0, x1, 0, x3, 0, . . .)‖2

≤ ‖(x1, x2, x3, x4, . . .)‖2.

Moreover, T is non-zero but

T 2(x1, x2, x3, x4, . . .) = T (0, x1, 0, x3, 0, . . .)
= (0, 0, 0, 0, 0, . . .).

Hence T 2 = 0, so if λ ∈ σ(T ) then λ2 ∈ σ(T 2) = {0}. On the other
hand T (0, 1, 0, 0, . . .) = (0, 0, 0, 0, 0, . . .), so 0 is an eigenvalue for T and so
0 ∈ σ(T ). Hence σ(T ) = {0}.

6.24 As A is self-adjoint, A−1 is also self-adjoint. As A is positive, λ ≥ 0 for all
λ ∈ σ(A). Hence

σ(A−1) = {λ−1 : λ ∈ σ(A)} ⊆ [0,∞)

and so A-1 is positive.

6.25 Px =
∑J

n=1(Px, en)en since Px ∈ M, by Theorem 3.47. Hence

Px =
J∑

n=1

(Px, en)en =
J∑

n=1

(x, Pen)en =
J∑

n=1

(x, en)en,

as P is self-adjoint and en ∈ M so Pen = en for 1 ≤ n ≤ J .
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6.26 Since P 2 = P,

S2 = (2P − I)2 = 4P 2 − 4P + I = I.

If λ ∈ σ(S) then λ2 ∈ σ(S2) = σ(I) = {1}. Then, λ = ±1 and so

σ(S) ⊆ {−1, 1}.

As P =
1
2
(S + I) it follows that σ(P ) =

1
2
(σ(S) + 1) ⊆ 1

2
{0, 2} = {0, 1}

by Theorem 6.39.

6.27 (a) PQ is self-adjoint as PQ = QP . Also

(PQ)2 = PQPQ = PPQQ = PQ,

as PQ = QP and P and Q are orthogonal projections.

(b) As P is self-adjoint, (PQx, y) = (Qx, Py). Hence

PQ = 0 ⇐⇒ (PQx, y) = 0 for all x and y ∈ H
⇐⇒ (Qx, Py) = 0 for all x and y ∈ H
⇐⇒ Im Q is orthogonal to Im P,

as every element of Im Q is of the form Qx for some x ∈ H and every
element of Im P is of the form Py for some y ∈ H.

6.28 (a) ⇒ (b). If x ∈ H then

Px ∈ Im P ⊆ Im Q.

Hence QPx = Px so QP = P .
(b) ⇒ (c). As P and Q are orthogonal projections P ∗ = P and Q∗ = Q

so P = P ∗ = (QP )∗ = P ∗Q∗ = PQ.

(c) ⇒ (d). ‖Px‖ = ‖PQx‖ ≤ ‖P‖‖Qx‖ = ‖Qx‖ as ‖P‖ = 1.

(d) ⇒ (e). As P is an orthogonal projection,

(Px, x) = (P 2x, x) = (Px, P ∗x) = (Px, Px) = ‖Px‖2,

and similarly (Qx, x) = ‖Qx‖2 so

(Px, x) = ‖Px‖2 ≤ ‖Qx‖2 = (Qx, x).

Hence ((Q − P )x, x) ≥ 0 for all x ∈ H and so, as Q − P is self-adjoint,
P ≤ Q.
(e) ⇒ (a). If y ∈ Im P , let y = Qy +z where Qy ∈ Im Q and z ∈ (Im Q)⊥

be the orthogonal decomposition. Since y ∈ Im P and P ≤ Q,

‖y‖2 = (y, y) = (Py, y) ≤ (Qy, y) = (Q2y, y) = (Qy, Qy) = ‖Qy‖2,

so ‖z‖2 = 0 as ‖y‖2 = ‖Qy‖2 + ‖z‖2. Hence y = Qy ∈ Im Q so Im P ⊆
Im Q.
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6.29 Let h, k ∈ CR(σ(S)) be defined by h(x) = 1 and k(x) = x for all x ∈ σ(S).
For 1 ≤ j ≤ n, let fj : σ(S) → R be the function defined by

fj(x) =
{

1 if x = λj ,

0 if x �= λj .

As σ(S) is finite, fj ∈ CR(σ(S)) with f2
j = fj and fjfm = 0 if j �= m.

In addition
∑n

j=1 fj = h and
∑n

j=1 λjfj = k. Let Pj = fj(S). Then Pj is
self-adjoint and

P 2
j = f2

j (S) = fj(S) = Pj ,

by Lemma 6.57, so Pj is an orthogonal projection. Similarly,

PjPk = (fjfk)(S) = 0

if j �= k. Moreover, by Lemma 6.57 again,

I = h(S) =
n∑

j=1

fj(S) =
n∑

j=1

Pj ,

and

S = k(S) =
n∑

j=1

λjfj(S) =
n∑

j=1

λjPj .

6.30 (a) As S is self-adjoint so is S2 and I − S2. Also σ(S) ⊆ [−1, 1] as S is
self-adjoint and ‖S‖ ≤ 1. Hence

σ(S2) = (σ(S))2 ⊆ [0, 1]

and so σ(I − S2) ⊆ [0, 1].

(b) As I −S2 is positive, I −S2 has a square root. If p is any polynomial,
Sp(I − S2) = p(I − S2)S so S(I − S2)1/2 = (I − S2)1/2S, by Theo-
rem 6.58. Let U1 = S + i(I − S2)1/2 and U2 = S − i(I − S2)1/2. As
(I − S2)1/2 is self-adjoint U∗

1 = U2 and so

U∗
1 U1 = (S + i(I − S2)1/2)(S − i(I − S2)1/2) = S2 + (I − S2) = I.

Similarly U1U
∗
1 = I. Hence U1 is unitary, and U2 is also unitary as

U∗
1 = U2.

6.31 (a) The characteristic equation of A is (1 − λ)(9 − λ) = 0, so the eigen-
values of A are 1 and 9. A normalized eigenvector corresponding to

the eigenvalue 1 is
1√
2
(1, 1) and a normalized eigenvector correspond-

ing to the eigenvalue 9 is
1√
2
(1,−1). Let U =

1√
2

[
1 1
1 −1

]
. Then
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U∗AU = D where D =
[

1 0
0 9

]
. Let E =

[
1 0
0 3

]
. Then the

square root of A is UEU∗ =
[

2 −1
−1 2

]
.

(b) We follow the method in the proof of Theorem 6.59. The matrix

B∗ =
1√
2

[
2 + i 2 − i

−2i − 1 −1 + 2i

]
, so B∗B =

[
5 −4

−4 5

]
. By the

solution to part (a) it follows that C = (B∗B)
1
2 =

[
2 −1

−1 2

]
. Now

C−1 =
1
3

[
2 1
1 2

]
so U = BC−1 =

1√
2

[
1 i

1 −i

]
. Hence the polar

decomposition of B is
(

1√
2

[
1 i

1 −i

])[
2 −1

−1 2

]
.

Chapter 7

7.1 For any bounded sequence {xn} in X, the sequence T0xn = 0, n =
1, 2, . . . , clearly converges to zero, so T0 is compact. Alternatively, T0

is bounded and has finite rank so is compact.

7.2 Exercise 4.11 shows that T is bounded and it clearly has finite rank
(Im T ⊂ Sp {z}), so T is compact.

7.3 Suppose that T has the property that for any sequence of vectors {xn} in
the closed unit ball B1(0) ⊂ X, the sequence {Txn} has a convergent sub-
sequence, and let {yn} be an arbitrary bounded sequence in X. Since {yn}
is bounded there is a number M > 0 such that ‖yn‖ ≤ M for all n ∈ N.
Thus the sequence {M−1yn} lies in the closed unit ball B1(0), so by the
above assumption the sequence {TM−1yn} = {M−1Tyn} has a conver-
gent subsequence, and hence {Tyn} must have a convergent subsequence.
This shows that T is compact. The reverse implication is trivial.

7.4 For any m, n ∈ N, m �= n, we have ‖em − en‖2 = (em − en, em − en) = 2.
Thus the members of any subsequence of {en} are all a distance

√
2 apart,

and hence no subsequence can be a Cauchy sequence, so no subsequence
converges.

7.5 The space B(X, Y ) is a Banach space (see Theorem 4.27), and Theo-
rems 7.3 and 7.9 show that K(X, Y ) is a closed linear subspace of B(X, Y ).
Therefore, by Theorem 2.28(e), K(X, Y ) is a Banach space.



9. Solutions to Exercises 297

7.6 It follows from Exercise 6.5(b) and Lemma 7.13 that either the numbers
r(T ) and r(T ∗T ) are both infinite, or they are finite and equal.

7.7 Suppose that the sequence {‖Ten‖} does not converge to 0. Then by
compactness of T there exists a subsequence {en(r)} and a vector y �= 0
such that

‖Ten(r) − y‖ < r−1, r = 1, 2, . . . .

Now, for each k ∈ N, let xk =
∑k

r=1 r−1en(r). Since
∑∞

r=1 r−2 < ∞
and the sequence {en(r)} is orthonormal, Theorem 3.42 shows that the
sequence {xk} converges, so is bounded. However,

‖Txk‖ =
∥∥∥ k∑

r=1

1
r
Ten(r)

∥∥∥ ≥
k∑

r=1

1
r
‖y‖ −

k∑
r=1

1
r2 → ∞,

which contradicts the boundedness of T .

7.8 (a) Using part (c) of Theorem 3.47 we have

∞∑
n=1

‖Ten‖2 =
∞∑

n=1

( ∞∑
m=1

|(Ten, fm)|2
)

=
∞∑

m=1

( ∞∑
n=1

|(en, T ∗fm)|2
)

=
∞∑

m=1

‖T ∗fm‖2

(the change of order of the infinite sums is valid since all the terms in
the summation are positive). A similar calculation also shows that

∞∑
n=1

‖Tfn‖2 =
∞∑

m=1

‖T ∗fm‖2,

which proves the formulae in part (a) of Theorem 7.16. It follows from
these formulae that

∑∞
n=1 ‖Ten‖2 < ∞ if and only if

∑∞
n=1 ‖Tfn‖2 <

∞, so the Hilbert–Schmidt condition does not depend on the basis.

(b) It follows from the results in part (a), by putting the basis {fn} equal
to {en}, that

∑∞
n=1 ‖Ten‖2 < ∞ if and only if

∑∞
n=1 ‖T ∗en‖2 < ∞,

which proves part (b) of the theorem.

(c) We use Corollary 7.10. Since {en} is an orthonormal basis, any x ∈ H
can be written as x =

∑∞
n=1(x, en)en, by Theorem 3.47. For each

k ∈ N we now define an operator Tk ∈ B(H) by

Tkx = T
( k∑

n=1

(x, en)en

)
=

k∑
n=1

(x, en)Ten.
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Clearly, r(Tk) ≤ k. Also, for any x ∈ H,

‖(Tk − T )x‖ =
∥∥∥ k∑

n=1

(x, en)Ten −
∞∑

n=1

(x, en)Ten

∥∥∥
≤

∞∑
n=k+1

|(x, en)| ‖Ten‖

≤
( ∞∑

n=k+1

|(x, en)|2
)1/2 ( ∞∑

n=k+1

‖Ten‖2
)1/2

≤ ‖x‖
( ∞∑

n=k+1

‖Ten‖2
)1/2

(using the Cauchy–Schwarz inequality for �2 and Theorem 3.47).
Hence

‖Tk − T‖ ≤
( ∞∑

n=k+1

‖Ten‖2
)1/2

,

and since the series on the right converges, we have limk→∞ ‖Tk−T‖ =
0. Thus Corollary 7.10 shows that T is compact.

(d) If S, T ∈ B(H) are Hilbert–Schmidt and α ∈ F, then

∞∑
n=1

‖αTen‖2 = |α|2
∞∑

n=1

‖Ten‖2 < ∞,

∞∑
n=1

‖(S + T )en‖2 ≤
∞∑

n=1

(‖Sen‖ + ‖Ten‖)2

≤ 2
∞∑

n=1

(‖Sen‖2 + ‖Ten‖2) < ∞,

so αT and S + T are Hilbert–Schmidt and hence the set of Hilbert–
Schmidt operators is a linear subspace.

7.9 (a) Suppose that T is Hilbert–Schmidt. Then

∞∑
n=1

‖STen‖2 ≤
∞∑

n=1

‖S‖2‖Ten‖2 < ∞,

so ST is Hilbert–Schmidt. The proof is not quite so straightforward
when S is Hilbert–Schmidt because the set of vectors {Ten} need not
be an orthonormal basis. However, we can turn this case into the first
case by taking the adjoint; thus, (ST )∗ = T ∗S∗, and by part (b) of
Theorem 7.16, S∗ is Hilbert–Schmidt, so (ST )∗ is Hilbert–Schmidt,
and hence ST is Hilbert–Schmidt.
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(b) If T has finite rank then by Exercise 3.26 there exists an orthonormal
basis {en} such that en ∈ Im T if 1 ≤ n ≤ r(T ) < ∞, and en ∈
(Im T )⊥ if n > r(T ). Now, by Lemma 6.11, (Im T )⊥ = Ker T ∗ so

∞∑
n=1

‖T ∗en‖2 =
r(T )∑
n=1

‖T ∗en‖2 < ∞.

Thus T ∗ is Hilbert–Schmidt and so, by part (b) of Theorem 7.16, T

is also Hilbert–Schmidt.

7.10 Let {en} be the orthonormal basis of L2[−π, π] with en(t) = (2π)−1/2eint,
n ∈ Z, discussed in Corollary 3.57 (again, we could relabel this basis so
that it is indexed by n ∈ N, but this is a minor point). Since k is a non-zero
continuous function on [−π, π],

‖ken‖2 =
1
2π

∫ π

−π

|k(t)|2 dt �→ 0,

as n → ∞, which, by Exercise 7.7, shows that Tk cannot be compact.

7.11 (a) Suppose that the sequence {αn} is bounded, that is, there is a number
M such that |αn| ≤ M for all n ∈ N. Then for any x ∈ H we have

‖Tx‖2 =
∞∑

n=1

|αn|2|(x, en)|2 ≤ M2
∞∑

n=1

|(x, en)|2 ≤ M2‖x‖2

(by Lemma 3.41), and so T is bounded. On the other hand, if the
sequence {αn} is not bounded then for any M > 0 there is an integer
k(M) such that |αk(M)| ≥ M . Then the element ek(M) is a unit vector
and, by definition, Tek(M) = αk(M)fk(M), so ‖Tek(M)‖ = |αk(M)| ≥
M . Thus T cannot be bounded.

(b) Now suppose that limn→∞ αn = 0. For each k = 1, 2, . . . , define the
operator Tk : H → H by

Tkx =
k∑

n=1

αn(x, en)fn.

The operators Tk are bounded, linear and have finite rank, so are
compact. By a similar argument to that in the proof of part (c) of
Theorem 7.16, given in Exercise 7.8, we can show that ‖Tk − T‖ → 0,
so T is compact by Corollary 7.10.

Now suppose that the sequence {αn} is bounded but does not tend
to zero (if {αn} is unbounded then by the first part of the exercise
T is not bounded and so cannot be compact, by Theorem 7.2). Then
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there is a number ε > 0 and a sequence n(r), r = 1, 2, . . . , such that
|αn(r)| ≥ ε for all r. Now, for any r, s ∈ N, with r �= s,

‖Ten(r) − Ten(s)‖2 = ‖αn(r)fn(r) − αn(s)fn(s)‖2

= |αn(r)|2 + |αn(s)|2 ≥ 2ε2.

Thus no subsequence of the sequence {Ten(r)} can be Cauchy, so no
subsequence can converge. Hence T cannot be compact.

(c) By the definition of T , we have Tem = αmfm, for any m ∈ N, so by
Theorem 3.47

‖Tem‖2 =
∞∑

n=1

|(Tem, fn)|2 =
∞∑

n=1

|αm(fm, fn)|2 = |αm|2,

so ∞∑
m=1

‖Tem‖2 =
∞∑

m=1

|αm|2,

and the required result follows immediately.

(d) Clearly fn ∈ Im T for any integer n with αn �= 0, so the result follows
from the linear independence of the set {fn}.

7.12 (a) If y ∈ Im T then there exists x such that y = Tx, so y has the given
form with ξn = (x, en), for n ∈ N, and by Lemma 3.41, {ξn} ∈ �2.
On the other hand, if y has the given form with {ξn} ∈ �2 then by
Theorem 3.42, we can define a vector x by x =

∑∞
n=1 ξnen, and it is

clear from the definition of T that y = Tx.

Next, suppose that infinitely many of the numbers αn are non-zero
and limn→∞ αn = 0. Choose a sequence {ξn} such that {αnξn} ∈ �2,
but {ξn} �∈ �2 (see below), and define the vector y by

y =
∞∑

n=1

αnξnen = lim
k→∞

k∑
n=1

αnξnen.

Since the finite sums in this formula belong to ImT we see that
y ∈ Im T . However, by the first part of the question we see that
y �∈ Im T , hence Im T is not closed.
[You might worry about whether it is possible to choose a sequence
{ξn} with the above properties. One way of constructing such a se-
quence is as follows. For each integer r ≥ 1, choose n(r) (> n(r − 1)
when r > 1) such that αn(r) ≤ r−1/2 (this is possible since αn → 0)
and let ξn(r) = r−1/2. For any n not in the sequence {n(r)} let ξn = 0.
Then

∑∞
n=1 |αnξn|2 =

∑∞
r=1 |αn(r)ξn(r)|2 ≤ ∑∞

r=1 r−2 < ∞, while∑∞
n=1 |ξn|2 =

∑∞
r=1 r−1 = ∞.]
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(b) For any x, y ∈ H,

(x, T ∗y) = (Tx, y) =
∞∑

n=1

αn(x, en)(fn, y) =
∞∑

n=1

(x, αn(y, fn)en),

(by the definition of the adjoint) which shows that T ∗ has the form
given in the question. Next, from Corollaries 3.35 and 3.36, and
Lemma 6.11 we have,

Im T = (KerT ∗)⊥ = H ⇐⇒ Ker T ∗ = {0},

since Ker T ∗ is closed, which proves the second result. It follows from
this that to prove the third result it is sufficient to find sequences {αn},
{en}, {fn}, such that T is compact and KerT ∗ = {0}. Since we are
now supposing that H is separable we may let {en} be an orthonormal
basis for H and let {fn} = {en}, and choose {αn} such that αn �= 0
for all n and limn→∞ αn = 0. Then by part (b) of Exercise 7.11, T

is compact. Now suppose that T ∗x = 0. Then (T ∗x, ek) = 0, for each
k ∈ N, and

0 = (T ∗x, ek) =
∞∑

n=1

αn(x, en)(en, ek) = αk(x, ek).

Since, αk �= 0, for all k, this shows that (x, ek) = 0. Hence, since {en}
is a basis, this shows that x = 0, and so KerT ∗ = {0}, which proves
the result.

(c) This follows immediately from the formulae for Tx and T ∗x, since
αn = αn, for n ∈ N.

7.13 If H is not separable then it is not possible to find a compact operator on
H with dense range since, by Theorem 7.8, Im T is separable.

7.14 (a) Suppose that A is relatively compact and {an} ⊂ A. Then {an} ⊂
A and A is compact, so {an} must have a convergent subsequence
(converging to an element of A ⊂ M).

Now suppose that any sequence {an} in A has a subsequence which
converges (in M). We must show that A is compact, so suppose that
{xn} is a sequence in A. Then for each n ∈ N there exists an ∈ A

such that d(an, xn) < n−1. By assumption, the sequence {an} has
a subsequence {an(r)} which converges to a point y ∈ M say. It can
easily be shown that the corresponding subsequence {xn(r)} must also
converge to y, and since A is closed we have y ∈ A. This shows that
A is compact.
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(b) Let x ∈ A and ε > 0. By the definition of closure, there exists a ∈ A

such that d(x, a) < ε/2, and by the definition of density, there exists
b ∈ B such that d(a, b) < ε/2. Hence, d(x, b) < ε, so B is dense in A.

(c) We may suppose that A �= ø, since otherwise the result is trivial.
Suppose that the property does not hold for some integer r0. Choose
a point a1 ∈ A. Since the set {a1} is finite it follows from our suppo-
sition about r0 that there is a point a2 ∈ A such that d(a2, a1) ≥ r−1

0 .
Similarly, by induction, we can construct a sequence {an} in A with
the property that for any integers m, n ≥ 1, d(am, an) ≥ r−1

0 . How-
ever, this property implies that no subsequence of the sequence {an}
can be a Cauchy sequence, and so no subsequence can converge. But
this contradicts the compactness of A, so the above supposition must
be false and a suitable set Br must exist for each r.

(d) Let B =
⋃∞

r=1 Br, where the sets Br are those constructed in part (c).
The set B is countable and dense in A (for any a ∈ A and any ε > 0
there exists r > ε−1 and b ∈ Br with d(a, b) < r−1 < ε), so A is
separable.

7.15 We follow the proofs of Theorems 3.40 and 3.52. Let {wn} be a count-
able, dense sequence in X. Clearly, Sp {wn} = X. Let {yn} be the subse-
quence obtained by omitting every member of the sequence {wn} which
is a linear combination of the preceding members. By construction, the
sequence {yn} is linearly independent. Also, any finite linear combination
of elements of {wn} is a finite linear combination of elements of {yn},
so Sp {wn} = Sp {yn}, and hence Sp {yn} = X (by Lemma 2.24). For
each k ∈ N, let Uk = Sp {y1, . . . , yk}. We will construct a sequence of
vectors {xn} inductively. Let x1 = y1/‖y1‖. Now suppose that for some
k ∈ N we have constructed a set of unit vectors {x1, . . . , xk}, with k ele-
ments, which has the properties: Sp {x1, . . . , xk} = Uk, and if m �= n then
‖xm −xn‖ ≥ α. By applying Theorem 2.25 to the spaces Uk and Uk+1 we
see that there exists a unit vector xk+1 ∈ Uk+1 such that

‖xk+1 − y‖ ≥ α, y ∈ Uk.

In particular, this holds for each vector xm, m = 1, . . . , k. Thus the set
{x1, . . . , xk, xk+1}, with k + 1 elements, also has the above properties.
Since X is infinite-dimensional this inductive process can be continued
indefinitely to yield a sequence {xn} with the above properties. Thus we
have Sp {xn} = Sp {yn} = Sp {wn} = X (since the sequence {wn} is dense
in X), which completes the proof.

7.16 Since H is not separable it follows from Theorem 7.8 that Im T �= H, so
Ker T = Im T

⊥ �= {0} (see Exercise 3.19). Thus there exists e �= 0 such
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that Te = 0, that is, e is an eigenvector of T with eigenvalue 0.

7.17 The operator S has the form discussed in Exercise 7.11 (with {ẽn} the
standard orthonormal basis in �2, and for each n ≥ 1, fn = ẽn+1, αn =
1/n), so it follows from the results there that S is compact. The proof
that T is compact is similar.

The proof that σp(S) = ø is similar to the solution of Example 6.35. By
Theorems 7.18 and 7.25, σ(S) = σp(S) ∪ {0}, so σ(S) = {0}.

Next, 0 ∈ σp(T ) since T ẽ1 = 0. Now suppose that λ �= 0 is an eigenvalue of
T with corresponding eigenvector a ∈ �2. Then from the equation Ta = λa

we can easily show that an = (n − 1)!λn−1a1, n ≥ 1, which does not give
an element of �2 unless a1 = 0, in which case we have a = 0, which is
a contradiction. Thus λ �= 0 is an not eigenvalue of T , and so, again by
Theorems 7.18 and 7.25, we have σ(T ) = σp(T ) = {0}.

To show that ImS is not dense in �2 we note that any element y ∈ Im S

has y1 = 0, so ‖ẽ1 − y‖ ≥ 1, and hence Im S cannot be dense in �2. To
show that ImT is dense in �2 consider a general element y ∈ �2 and an
arbitrary ε > 0. Letting yk = (y1, . . . , yk, 0, 0, . . .), there exists k ≥ 1 such
that ‖y − yk‖ < ε. Now, defining

xk = (0, y1, 2y2, . . . , kyk, 0, 0, . . .),

we see that yk = Txk, so yk ∈ Im T , and hence Im T is dense in �2.

7.18 Suppose that (u, v), (x, y) ∈ X × Y . Then

M [(u, v) + (x, y)] = M(u + x, v + y)
= (A(u + x) + B(v + y), C(u + x) + D(v + y))
= (Au + Bv, Cu + Dv) + (Ax + By, Cx + Dy)
= M(u, v) + M(x, y),

using the linearity of A, B, C, D. Similarly, M(α(x, y)) = αM(x, y), for
α ∈ C, so M ∈ L(X × Y ). Now, by the definition of the norm on X × Y ,

‖M(x, y)‖ = ‖Ax + By‖ + ‖Cx + Dy‖
≤ ‖Ax‖ + ‖By‖ + ‖Cx‖ + ‖Dy‖
≤ (‖A‖ + ‖C‖)‖x‖ + (‖B‖ + ‖D‖)‖y‖
= K‖(x, y)‖,

where K = max{‖A‖+‖C‖, ‖B‖+‖D‖}, which shows that M ∈ B(X×Y ).

Next, if A−1 exists then by matrix multiplication we see that

M1

[
A−1 −A−1B

0 IY

]
=

[
IX 0
0 IY

]
= I,

[
A−1 −A−1B

0 IY

]
M1 = I
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(these matrix multiplications are valid so long as we keep the operator
compositions (“multiplications”) in the correct order). This, together with
a similar calculation for M2, shows that M1 and M2 are invertible, with
inverses

M−1
1 =

[
A−1 −A−1B

0 IY

]
, M−1

2 =
[

A−1 0
−CA−1 IY

]
.

The second result follows from

M1

[
x

y

]
=

[
0
0

]
⇐⇒ Ax+By = 0 and y = 0 ⇐⇒ x ∈ Ker A and y = 0.

Similarly,

M2

[
x

y

]
=

[
0
0

]
⇐⇒ Ax = 0 and Cx + y = 0,

so Ker M2 = {(x, y) : x ∈ Ker A and y = −Cx}.

7.19 By the definition of the inner product on M × N ,

(M(u, v), (x, y)) = ((Au + Bv, Cu + Dv), (x, y))
= (Au + Bv, x) + (Cu + Dv, y)
= (u, A∗x) + (v, B∗x) + (u, C∗y) + (v, D∗y)
= ((u, v), (A∗x + C∗y, B∗x + D∗y))

from which the result follows.

7.20 For all u, w ∈ M,

(Au, w) = ((T − λI)u, w) = (u, (T ∗ − λI)w) = (PMu, (T ∗ − λI)w)
= (u, PM(T ∗ − λI)w),

which, by the definition of the adjoint, proves that A∗ = PM(T ∗ − λI)M.
Note that (T ∗ − λI)w may not belong to M, so the projection PM is
needed in the construction of A∗ to obtain an operator from M into M.

7.21 (a) If S is invertible then A−1S−1 is a bounded inverse for T , so T is
invertible. Also, S = TA−1, so a similar argument shows that if T is
invertible then S is invertible.

(b) x ∈ Ker T ⇐⇒ Ax ∈ Ker S, so the result follows from the invertibil-
ity of A.

7.22 If σ(T ) is not a finite set then by Theorem 7.25 the operator T has in-
finitely many distinct, non-zero eigenvalues λn, n = 1, 2, . . . , and for each
n there is a corresponding non-zero eigenvector en. By Lemma 1.14 the set
E = {en : n ∈ N} is linearly independent, and since en = λ−1

n Ten ∈ Im T ,
we have E ⊂ Im T . Thus r(T ) = ∞.
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7.23 Suppose that v ∈ (Ker (T − λI))⊥ is another solution of (7.5). Then by
subtraction we obtain (T − λI)(u0 − v) = 0 which implies that

u0 − v ∈ Ker (T − λI) ∩ (Ker (T − λI))⊥,

and so u0−v = 0. Thus u0 is the unique solution in the subspace (Ker (T −
λI))⊥. Hence the function Sλ : Im (T − λI) → Ker (T − λI)⊥ constructed
in Theorem 7.29 is well defined, and we may now use this notation.

Next, multiplying (7.27) by α ∈ C we obtain (T − λI)(αSλ(p)) = αp, so
that αSλ(p) is the unique solution of (7.27) in (Ker (T − λI))⊥ when the
right hand side is αp, so we must have αSλ(p) = Sλ(αp). Similarly, by
considering (7.27), and the same equation but with q ∈ Im (T − λI) on
the right hand side, we see that Sλ(p + q) = Sλ(p) + Sλ(q). This shows
that Sλ is linear.

7.24 Since N is invariant under T we have TN ∈ L(N ). For any bounded
sequence {xn} in N we have TN xn = Txn for all n ∈ N, so the sequence
{TN xn} has a convergent subsequence, since T is compact. For any x, y ∈
N we have (TN x, y) = (Tx, y) = (x, Ty) = (x, TN y), so TN is self-adjoint.

7.25 Since H is infinite-dimensional there exists an orthonormal sequence {en}
in H. Define the operator T : H → H by

Tx =
∞∑

n=1

λn(x, en)en.

By Exercises 7.11 and 7.12, this operator is compact and self-adjoint (since
the numbers λn are real). Also, Ten = λnen, for each n ∈ N, so the set of
non-zero eigenvalues of T contains the set {λn}. Now suppose that λ �= 0
is an eigenvalue of T , with eigenvector e �= 0, but λ �∈ {λn}. Then by
Theorem 7.33, (e, en) = 0, n ∈ N, so by part (a) of Theorem 3.47, e = 0.
But this is a contradiction, so the set of non-zero eigenvalues of T must
be exactly {λn}.

7.26 Since λn > 0, for each 1 ≤ n ≤ r(S), the numbers
√

λn are real and strictly
positive. Thus, by Exercises 7.11 and 7.12, R̃ is compact and self-adjoint.
Also,

(R̃x, x) =
r(S)∑
n=1

√
λn(x, en)(en, x) =

r(S)∑
n=1

√
λn|(x, en)|2 ≥ 0,
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so R̃ is positive. Finally,

R̃2x = R̃
( r(S)∑

n=1

√
λn(x, en)en

)
=

r(S)∑
n=1

√
λn(x, en)R̃en

=
r(S)∑
n=1

(
√

λn)2(x, en)en = Sx,

using the representation of Sx in Theorem 7.34, and the formula R̃en =√
λnen (which follows immediately from the definition of R̃).

Clearly, we can define other square root operators by changing
√

λn to
−√

λn when n belongs to various subsets of the set {j : 1 ≤ j ≤ r(S)}.
These square root operators will not be positive, so this result does not
conflict with the uniqueness result in Theorem 6.58.

7.27 By definition, for each n = 1, . . . , r(S),

S∗Sen = µ2
nen.

Also, to satisfy the first equation in (7.17), we define

fn =
1
µn

Sen.

Combining these formulae we obtain

S∗fn = µnen,

which is the second equation in (7.17). To see that the set {fn}r(S)
n=1 is

orthonormal we observe that if 1 ≤ m, n ≤ r(S) then

(fm, fn) =
1

µmµn
(Sem, Sen) =

1
µmµn

(S∗Sem, en)

=
µ2

m

µmµn
(em, en),

so the orthonormality of the set {fn}r(S)
n=1 follows from that of the set

{en}r(S)
n=1 . Now, any x ∈ H has an orthogonal decomposition x = u + v,

with u ∈ Im S∗S, v ∈ Ker S∗S = Ker S, and, by Theorem 7.34, {en}r(S)
n=1

is an orthonormal basis for Im S∗S, so

Sx = Su = S
( r(S)∑

n=1

(u, en)en

)
=

r(S)∑
n=1

µn(x, en)fn

(since (u, en) = (x, en), for each 1 ≤ n ≤ r(S)), which proves (7.18).
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Finally, let µ > 0 be a singular value of S, that is ν = µ2 is an eigenvalue
of S∗S = S2. By Theorem 6.39, ν = λ2 for some λ ∈ σ(S) so λ �= 0 is an
eigenvalue of S and µ = |λ|.

7.28 No. Let αn, {en}, {fn} be as in Exercise 7.11, with corresponding opera-
tor T . If, for each integer n ≥ 1, we write αn = µneiθn , with µn real and
non-negative, and define gn = eiθnfn, then the sequence {gn} is orthonor-
mal and it can easily be seen that we obtain the same operator T if we
repeat the constructions in Exercise 7.11 using the sequences {µn}, {en},
{gn}.

7.29 Following the constructions in Exercise 7.27,

S =
[

0 1
0 0

]
, S∗ =

[
0 0
1 0

]
, S∗S =

[
0 0
0 1

]
,

so the only non-zero eigenvalue of S∗S is 1, with corresponding eigenvector
e = (0, 1). Hence, f = Se = (1, 0), and for any x = (x1, x2),

Sx = (x, e)f = x2

[
1
0

]
.

7.30 Let {en}r(S)
n=1 and {fn}r(S)

n=1 be the orthonormal sets found in Exercise 7.27.
By (7.18) and Theorem 3.22 or Theorem 3.42,

∞∑
n=1

‖Sgn‖2 =
∞∑

n=1

( r(S)∑
m=1

|µm|2|(gn, em)|2
)

=
r(S)∑
m=1

|µm|2
( ∞∑

n=1

|(em, gn)|2
)

=
r(S)∑
m=1

|µm|2,

where the reordering of the summations is permissible because all the
terms are real and non-negative, and

∑∞
n=1 |(em, gn)|2 = ‖em‖2 = 1 (by

Theorem 3.47).

7.31 Combining Exercises 7.12 and 7.27 we see that Im S is not closed if
there are infinitely many non-zero numbers µn, and this is equivalent to
r(S) = ∞.

Chapter 8

8.1 Taking the complex conjugate of equation (8.6) yields

(I − µK)u = f

(using the assumption that k, µ and f are real-valued). Since the solution
of (8.6) is unique, we have u = u, that is, u is real-valued.
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8.2 Rearranging (8.6) and using the given form of k yields

u = f + µKu = f + µ

n∑
j=1

αjpj ,

where the (unknown) coefficients αj , j = 1, . . . , n, have the form

αj =
∫ b

a

qj(t)u(t) dt.

This shows that if (8.6) has a solution u then it must have the form
(8.11). Now, substituting the formula (8.11) into (8.6), and using the given
definitions of the coefficients wij and βj , yields

0 = µ
n∑

j=1

αjpj − µK
(

f + µ

n∑
j=1

αjpj

)
= µ

n∑
j=1

(αj − βj)pj − µ2
n∑

j=1

n∑
i=1

αjwijpi

= µ

n∑
i=1

(
αi − βi − µ

n∑
j=1

wijαi

)
pi.

Thus (8.6) is equivalent to this equation, and since the set {p1, . . . , pn} is
linearly independent, this equation is equivalent to the matrix equation
(8.12). From this it follows that equation (8.6), with f = 0, has a non-
zero solution u if and only if equation (8.12), with β = 0, has a non-zero
solution α, so the sets of characteristic values are equal. The remaining
results follow immediately.

8.3 For the given equation we have, in the notation of Exercise 8.2,

p1(s) = s, p2(s) = 1, q1(t) = 1, q2(t) = t,

and so
W =

[ 1
2 1
1
3

1
2

]
, β =

[ ∫ 1
0 f(t) dt∫ 1
0 tf(t) dt

]
.

Hence the characteristic values are the roots of the equation

0 = det(I − µW ) = (1 − 1
2µ)2 − 1

3µ2,

which gives the first result. Now, putting µ = 2, equation (8.12) becomes[
0 −2

−2
3 0

] [
α1

α2

]
=

[
β1

β2

]
,

which, with (8.11), yields the solution

u(s) = f(s) − 3s

∫ 1

0
tf(t) dt −

∫ 1

0
f(t) dt.
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8.4 Rearranging equation (8.6) yields

u = f + µKu. (9.1)

By assumption, f is continuous, and by Lemma 8.1 the term Ku is con-
tinuous, so it follows immediately that u is continuous, that is, u ∈ X,
which proves (a). Next, µ is a characteristic value of the operator KH if
and only if there is 0 �= u ∈ H such that (I − µKH)u = 0. But by the
result just proved, u ∈ X, so µ is a characteristic value of the operator
KX . Since X ⊂ H, the converse assertion is trivial. This proves (b). Fi-
nally, from (8.2), (9.1) and the inequality mentioned in the hint (writing
γ = M(b − a)1/2),

‖u‖X ≤ ‖f‖X + |µ|‖Ku‖X ≤ ‖f‖X + |µ|γ‖u‖H

≤ ‖f‖X + |µ|γC‖f‖H ≤ (1 + |µ|γC(b − a)1/2)‖f‖X ,

which proves (c).

8.5 The integral equation has the form∫ s

a

u(t) dt = f(s), s ∈ [a, b]. (9.2)

If this equation has a solution u ∈ C[a, b], then the left-hand side is dif-
ferentiable, and differentiating with respect to s yields

u(s) = f ′(s), s ∈ [a, b]. (9.3)

Since u ∈ C[a, b], this implies that f ′ ∈ C[a, b], so f must be in C1[a, b].
Conversely, if f ∈ C1[a, b] then the formula (9.3) yields a solution of (9.2)
which belongs to C[a, b].

Next, for each integer n ≥ 1 let fn(s) = sinns, and let un = n cos ns be
the corresponding solution of (9.2). Then ‖un‖X = n = n‖fn‖X (when
n(b − a) > π), so the solution does not depend continuously on f .

8.6 The proof follows the proof of Theorem 4.40. The main change required
is to notice that here the series

∑∞
n=0 ‖Tn‖Y converges due to the quasi-

nilpotency condition and the standard root test for convergence of real
series (see Theorem 5.11 in [2]) while the proof of Theorem 4.40 used
the convergence of the series

∑∞
n=0 ‖T‖n

Y , which was due to the condition
‖T‖Y < 1 imposed there and the ratio test for real series.

Next, suppose that 0 �= λ ∈ C. Then the operator λI−T can be written as
λ(I − λ−1T ), and this operator has an inverse given by λ−1(I − λ−1T )−1,
if the latter inverse operator exists. But this follows from the result
just proved since, if T is quasi-nilpotent then αT is quasi-nilpotent for
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any α ∈ C (since ‖(αT )n‖1/n
Y = |α|‖Tn‖1/n

Y → 0 as n → ∞). Thus, by
definition, λ is not in the spectrum of T .

The proof that the Volterra integral operator K is quasi-nilpotent on the
space X follows the proof of Lemma 8.13, using the norm ‖ · ‖X rather
than the norm ‖ · ‖H. For instance, the first inequality in the proof of
Lemma 8.13 now takes the form

|(Ku)(s)| ≤
∫ s

a

|k(s, t)||u(t)| dt ≤ M(s − a)‖u‖X .

The rest of the proof is similar. The final result follows immediately from
the results just proved.

8.7 (a) Suppose that u ∈ Yi and w ∈ X satisfy the relation w = Tiu. Then
(8.16), (8.17) and w = u′′ hold. Substituting these into equation (8.14)
tranforms it into (8.18), and reversing this process tranforms (8.18)
into (8.14). Thus (8.14) holds with this u if and only if (8.18) holds
with this w.

(b) Suppose that u ∈ Yb and w ∈ X satisfy the relation w = Tbu. Then
(8.21) holds. Now, if u satisfies (8.20) then w = f − qu, and by sub-
stituting this into (8.21) we obtain (8.22). Conversely, if u satisfies
(8.22) then we can rewrite this equation as u = G0(f − qu), which,
by comparison with (8.21), shows that u′′ = w = f − qu, and hence u

satisfies (8.20).

8.8 We first consider the case λ < 0 and write ν =
√−λ > 0. The general

solution of the differential equation is then A sin νs+B cos νs. Substituting
this into the boundary values yields

B = 0, A sin νπ = 0.

Clearly, A = 0 will not yield a normalized eigenfunction, so the second
condition becomes sin(νπ) = 0, and hence the negative eigenvalues are
given by λn = −n2, n ∈ N (negative integers n yield the same eigenvalues
and eigenfunctions, so we need not include them). The corresponding nor-
malized eigenfunctions are en = (2/π)1/2 sinns (putting A = (2/π)1/2).

Now suppose that λ > 0 and write ν =
√

λ > 0. The general solution of
the differential equation is now Aeνs + Be−νs. Substituting this into the
boundary values and solving the resulting pair of equations in this case
leads to the solution A = B = 0, for any ν > 0, which is not compatible
with a non-zero eigenfunction. Thus there are no eigenvalues in this case.
It can be shown in a similar manner that λ = 0 is not an eigenvalue.
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8.9 We first consider the case λ > 0 and write ν =
√

λ > 0. The general
solution of the homogeneous differential equation is then Aeνs + Be−νs.
We now find the functions ul, ur, used in the construction of the Green’s
function in Theorem 8.25. From the initial conditions for ul we obtain

A + B = 0, νA − νB = 1.

Hence,
A =

1
2ν

, B = − 1
2ν

,

and a similar calculation for ur leads to the functions

ul(s) =
1
2ν

(eνs − e−νs) =
1
ν

sinh νs,

ur(s) = − 1
2ν

(eν(π−s) − e−ν(π−s)) = −1
ν

sinh ν(π − s).

The constant ξ0 is given by

ξ0 = −ur(0) =
1
ν

sinh νπ.

Hence, by Theorem 8.25, the Green’s function in this case is

g(λ, s, t) =

⎧⎪⎪⎨⎪⎪⎩
− sinh νs sinh ν(π − t)

ν sinh νπ
, if 0 ≤ s ≤ t ≤ π,

− sinh ν(π − s) sinh νt

ν sinh νπ
, if 0 ≤ t ≤ s ≤ π.

Similar calculations in the case λ < 0 (putting ν =
√−λ > 0) leads to the

Green’s function

g(λ, s, t) =

⎧⎪⎪⎨⎪⎪⎩
− sin νs sin ν(π − t)

ν sin νπ
, if 0 ≤ s ≤ t ≤ π,

− sin ν(π − s) sin νt

ν sin νπ
, if 0 ≤ t ≤ s ≤ π.

Clearly, the function g(λ, s, t) is singular at the eigenvalues of the boundary
value problem (that is, when sin νπ = 0 in the second case).

8.10 Using the hint,

λ(u, u) = (u′′ + qu, u) =
∫ b

a

u′′(s)u(s) ds + (qu, u)

= [u′′(s)u(s)]ba −
∫ b

a

u′(s)u′(s) ds + (qu, u)

= −(u′, u′) + (qu, u) ≤ ‖q‖X(u, u)

(using the boundary conditions u(a) = u(b) = 0 in (8.27)). Hence the
result follows, since (u, u) �= 0.
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8.11 (a) The proof of Theorem 3.54 constructs a suitable function as a trigono-
metric polynomial on the interval [0, π]. An even simpler proof would
construct a suitable function here as an ordinary polynomial. The
argument can easily be extended to an arbitrary interval [a, b].

(b) Write pδ as pδ(s) = p1,δ(s − a) + p2,δ(s − a)2 + p3,δ(s − a)3, for some
constants p1,δ, p2,δ, p3,δ (this cubic polynomial satisfies the required
condition at a). To ensure that vδ is C2 at the point a + δ we require
that the derivatives p

(i)
δ (a+ δ) = w(i)(a+ δ), i = 0, 1, 2. These condi-

tions comprise a set of three linear equations for the coefficients pi,δ

which can be solved (do it) to yield

p1,δ =
3
δ
w0 − 2w1 +

1
2
δw2,

p2,δ = − 3
δ2 w0 +

3
δ
w1 − w2,

p3,δ =
1
δ3 w0 − 1

δ2 w1 +
1
2δ

w2

(writing wi = w(i)(a+δ), i = 0, 1, 2). Having found pδ, we then define
vδ as described in the question.

(c) From the values of the coefficients found in part (b) we see that

|p1,δ| ≤ C1δ
−1, |p2,δ| ≤ C1δ

−2, |p3,δ| ≤ C1δ
−3,

where C1 > 0 is a constant which depends on w, but not on δ; similarly
for C2, C3 below. Thus, by the construction of vδ, we see that

‖w− vδ‖2
H ≤

∫ δ

0
|w|2 ds +

∫ δ

0
|pδ|2 ds

≤ C2

{
δ +

∫ δ

0

(
(δ−1s)2 + (δ−2s2)2 + (δ−3s3)2

)
ds

}
≤ C3δ,

which proves part (c).

(d) Finally, consider arbitrary z ∈ H and ε > 0. By part (a) there exists
w ∈ C2[a, b] with ‖z − w‖H < ε/3; by parts (b) and (c) there exists
v ∈ C2[a, b] with v(a) = 0 and ‖w − v‖H < ε/3; by a similar method
near b we can construct u ∈ C2[a, b] with u(a) = 0, u(b) = 0 (that
is, u ∈ Yb), and ‖v − u‖H < ε/3. Combining these results proves that
‖z − u‖H < ε, and so proves that Yb is dense in H.

8.12 (a) It is clear from the definition of the Liouville transform that the trans-
formed function ũ satisfies the boundary conditions in (8.33). Now,
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applying the chain rule to the formula u(s) = p(s)−1/4ũ(t(s)), we
obtain

du

ds
= −1

4
p−5/4 dp

ds
ũ + p−1/4 dũ

dt
p−1/2

= −1
4
p−5/4 dp

ds
ũ + p−3/4 dũ

dt
,

d

ds

(
p
du

ds

)
=

d

ds

(
−1

4
p−1/4 dp

ds

)
ũ − 1

4
p−1/4 dp

ds

dũ

dt
p−1/2

+
1
4
p−3/4 dp

ds

dũ

dt
+ p1/4 d2ũ

ds2 p−1/2

= −1
4
p−1/4

(
−1

4
p−1

(
dp

ds

) 2

+
d2p

ds2

)
ũ + p−1/4 d2ũ

ds2

(note that, to improve the readability, we have omitted the arguments
s and t in these calculations, but it is important to keep track of
them: throughout, u and p have argument s, while ũ has argument t).
Substituting these formulae into (8.31) gives (8.33).

(b) By the definition of the change of variables (8.32) and the standard
formula for changing variables in an integral we see that∫ c

0
ũ(t)ṽ(t) dt =

∫ b

a

u(s)v(s)p(s)1/2p(s)−1/2 ds =
∫ b

a

u(s)v(s) ds.

(c) Using integration by parts and the boundary conditions we see that,
for u, v ∈ Yb,

(Tu, v) =
∫ b

a

((pu′)′v + quv) ds = [pu′v]ba +
∫ b

a

(−pu′v ′ + quv) ds

= [−upv ′]ba +
∫ b

a

(u(pv ′)′ + quv) ds = (u, Tv)

(again for readability we have omitted the argument s in these calcu-
lations).



 
 
 
 
 
 
 
 



Further Reading

In this book we have not discussed many applications of functional analysis.
This is not because of a lack of such applications, but, conversely, because
there are so many that their inclusion would have made this text far too long.
Nevertheless, applications to other areas can provide a stimulus for the study
of further developments of functional analysis. Mathematical areas in which
functional analysis plays a major role include ordinary and partial differential
equations, integral equations, complex analysis and numerical analysis. There
are also many uses of functional analysis in more applied sciences. Most notable
perhaps is quantum theory in physics, where functional analysis provides the
very foundation of the subject.

Often, functional analysis provides a general framework and language which
allows other subjects to be developed succinctly and effectively. In particular,
many applications involve a linear structure of some kind and so lead to vector
spaces and linear transformations on these spaces. When these vector spaces are
finite-dimensional, standard linear algebra often plays a crucial role, whereas
when the spaces are infinite-dimensional functional analysis is likely to be called
upon. However, although we have only mentioned the linear theory, there is
more to functional analysis than this. In fact, there is an extensive theory of
non-linear functional analysis, which has many applications to inherently non-
linear fields such as fluid dynamics and elasticity. Indeed, non-linear functional
analysis, together with its applications, is a major topic of current research.
Although we have not been able to touch on this, much of this theory depends
crucially on a sound knowledge of the linear functional analysis that has been
developed in this book.

There are a large number of functional analysis books available, many at a
very advanced level. For the reader who wishes to explore some of these areas
further we now mention some books which could provide a suitable starting
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point. References [8], [11], [12] and [16] discuss similar material to that in this
book, and are written at about the same level (some of these assume differ-
ent prerequisites to those of this book, for example, a knowledge of topology
or Zorn’s lemma). In addition, [8] contains several applications of functional
analysis, in particular to ordinary and partial differential equations, and to nu-
merical analysis. It also studies several topics in non-linear functional analysis.

For a more advanced treatment of general functional analysis, a reasonably
wide-ranging text for which knowledge of the topics in this book would be a
prerequisite is [14]. An alternative is [15]. Rather more specialized and advanced
textbooks which discuss particular aspects of the theory are as follows:

• for further topics in the theory of Banach spaces see [6];

• for the theory of algebras of operators defined on Hilbert spaces see [9];

• for integral equations see [10];

• for partial differential equations see [13];

• for non-linear functional analysis see [17].
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Notation Index

(· , ·) 51
|| · || 31
x + A, A + B 3
f + g, αf 5
�m z 2
�e z 2
z 2
A, A− 13
A1/2 201
A∗ 170
Bx(r) 13
B(X) 106
B(X, Y ) 91
C(M) 17
Ck[a, b] 236
c0 127
d(· , ·) 11
δjk 121
dim V 4
êk 5
ẽk 29
Fb(S, X) 38
F (S, V ) 5
G(T ) 94
Im T 7
IV 6
JX 145
Ker T 8
K(X, Y ) 206
L(V ) 6

L(V, W ) 6
L1[a, b] 24
L1(X) 24
L1(X) 26
Lp(X) 27
Lp(X) 27
�p 28
Mmn(F) 9
Mu

v (T ) 10
n(T ) 8
R, R

+
21

ρ(S) 216
rσ(A) 188
rσ(T ) 188
r(T ) 7
σ(A) 184
σ(T ) 184
σp(S) 216
Sp 4
Sp E 46
T −1 109
T n 107
T ∗ 169
T ′ 151
T 1/2 201
V (A) 189
V (T ) 188
X ′ 105
X ′′ 144
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Index

adjoint
– of a matrix 170
– of an operator 169
algebra 7
almost everywhere 22
annihilator 148

Baire’s category theorem 16
ball
– closed 13
– open 13
– unit 13
Banach space 48
Banach’s isomorphism theorem 115
basis
– finite 4
– orthonormal 61
Bessel’s inequality 74
bijective transformation 8
Bolzano–Weierstrass theorem 17
Borel measure 23
boundary conditions 250
boundary value problem 250
bounded
– function 17
– linear operator 91
– linear transformation 91
– set 13

Cartesian product of vector spaces 5
Cauchy sequence 12
Cauchy–Schwarz inequality 57
characteristic function 23
characteristic value 241

closed
– ball 13
– linear span 46
– set 13
closed graph theorem 115
closure 13
closure point 13
codomain 2
compact linear operator 205
compact metric space 16
compact set 16
complementary subspaces 155
complete orthonormal sequence 78
complete space 16
complex rationals 79
complex vector space 3
components 5, 61
composition of functions 3
conjugate linear 56
continuous function 15
continuous linear transformation 87
convergent
– sequence 12
– series 49
convex set 68
countable set 19
countably additive 22
countably infinite set 19
counting measure 22, 24, 28

degenerate kernel 244
dense set 13
differential equations 247
dimension 4
domain 2
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dual
– operator 151
– second 144
– space 105

eigenfunction 253
eigenspace 8
eigenvalue 8, 253
eigenvector 8
equivalence class in Lp(X) 26, 27
equivalent norm 39
essential infimum 26
essential supremum 26
essentially bounded 26
extension 128

finite rank transformation 8
finite-dimensional space 4
Fourier coefficients 79
Fourier series 84
– cosine 84
– sine 84
Fredholm alternative 222

Gram–Schmidt algorithm 62
graph of linear transformation 94
Green’s function 253, 255
Green’s operator 253

Hahn–Banach theorem
– general 131
– normed 133
– real 130
Hermitian kernel 240
Hilbert space 63
Hilbert–Schmidt operator 212
Hölder’s inequality 27, 29
homogeneous equation 221
hyperplane 142

identity transformation 6
image 7
imaginary part of an operator 181
induced inner product 57
induced metric 11
infinite-dimensional space 4
inhomogeneous equation 221
initial conditions 248
initial value problem 248
inner product 51, 53
inner product space 53
integrable function 24
integral 24
– Lebesgue 23, 24

– Riemann 20
integral equation
– Fredholm, first kind 237
– Fredholm, second kind 237
– Volterra, first kind 245
– Volterra, second kind 245
integral operator
– Fredholm 237
– Volterra 245
invariant subspace 226
inverse of linear operator 109
invertible linear operator 109
isometric isomorphism 102
isometrically isomorphic spaces 102
isometry 100
isomorphic spaces 109
isomorphism 109

kernel 8, 237
Kronecker delta 121

Lebesgue
– integrable 25
– integral 23, 24
– measurable 23
– measure 23
Legendre polynomials 85
length of interval 21
linear
– combination 4
– functionals 105
– operator 91
– subspace 3
– transformation 6
linearly dependent set 4
linearly independent set 4
Liouville transform 261

matrix of linear transformation 9
measurable
– function 23
– set 22
measure 22
– space 22
– zero 22
metric 11
metric associated with norm 36
metric space 11
Minkowski functional 139
Minkowski’s inequality 27, 28
multiplicity 8

Neumann series 111
nilpotent operator 246
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norm 31
– of a matrix 98
– of an operator 98
normal matrix 176
normal operator 176
normed space 32
normed vector space 32
null set 22
null-space 8
nullity 8
numerical range
– of a matrix 189
– of an operator 188

one-to-one transformation 8
onto transformation 8
open ball 13
open mapping theorem 113
open set 13
operator 91
orthogonal
– complement 65
– decomposition 70
– polynomials 85
– projection 194
– vectors 60
orthonormal
– basis 61, 78
– sequence 72
– set 61

parallelogram rule 58
Parseval’s relation 81
Parseval’s theorem 78
partial order 137
partially ordered set 137
point spectrum 216
pointwise convergence 18
polar decomposition
– of a matrix 203
– of an operator 203
polarization identity 58
positive matrix 192
positive operator 192
product of linear operators 106
projection 155, 194
projection along a subspace 157

quasi-nilpotent operator 246

range 7
rank 7
real part of an operator 181
real vector space 3

reflexive space 146
relatively compact set 16
resolvent set 216
Riesz’ lemma 47
Riesz–Fréchet theorem 123
ring 7

scalar 3
scalar multiplication 3
self-adjoint matrix 179
self-adjoint operator 179
seminorm 129
separable space 19
separation theorem 140
sequence 12
σ-algebra 21
σ-field 21
simple function 23
singular value 233
singular value decomposition 233
span 4
spectral radius
– of a matrix 188
– of an operator 188
spectrum
– of a matrix 184
– of an operator 184
square root
– of a matrix 199
– of an operator 199
standard basis
– for �2 79
– for R

k 5
standard inner product
– on C

k 53
– on �2 55
– on R

k 52
– on L2(X) 54
standard metric
– on �p 28
– on F

k 11
– on Lp(X) 28
standard norm
– on F

n 32
– on �p 35
– on �∞ 35
– on CF(M) 33
– on Lp(X) 34
– on L∞(X) 34
Stone–Weierstrass theorem 19
Sturm–Liouville problem 255
sublinear functional 128
subsequence 12
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subspace test 4
symmetric kernel 240

topological complement 155
total order 137
totally ordered set 137
triangle inequality 11, 32

uniform boundedness principle 118
uniform convergence 18
uniform metric 18
uniformly continuous function 15
unilateral shift 101
unit ball 13

unit vector 32
unitary matrix 181
unitary operator 181

vector 3
– addition 3
– space 3

weak convergence 162
weak-∗ convergence 162
well-posed equation 223

Zorn’s Lemma 138


	Cover
	Springer Undergraduate Mathematics Series
	Advisory Board & list of Other Books in this Series
	Linear Functional Analysis, Second Edition
	© Springer-Verlag London Limited 2008
	ISBN 978-1-84800-004-9
	e-ISBN 978-1-84800-005-6
	Library of Congress Control Number: 2007936188

	Preface
	Contents
	1. Preliminaries
	1.1 Linear Algebra
	1.2 Metric Spaces
	1.3 Lebesgue Integration

	2. Normed Spaces
	2.1 Examples of Normed Spaces
	2.2 Finite-dimensional Normed Spaces
	2.3 Banach Spaces

	3. Inner Product Spaces, Hilbert Spaces
	3.1 Inner Products
	3.2 Orthogonality
	3.3 Orthogonal Complements
	3.4 Orthonormal Bases in Infinite Dimensions
	3.5 Fourier Series

	4. Linear Operators
	4.1 Continuous Linear Transformations
	4.2 The Norm of a Bounded Linear Operator
	4.3 The Space B(X, Y )
	4.4 Inverses of Operators

	5. Duality and the Hahn?Banach Theorem
	5.1 Dual Spaces
	5.2 Sublinear Functionals, Seminorms and the Hahn?Banach Theorem
	5.3 The Hahn?Banach Theorem in Normed Spaces
	5.4 The General Hahn?Banach theorem
	5.5 The Second Dual, Reflexive Spaces and Dual Operators
	5.6 Projections and Complementary Subspaces
	5.7 Weak and Weak-* Convergence

	6. Linear Operators on Hilbert Spaces
	6.1 The Adjoint of an Operator
	6.2 Normal, Self-adjoint and Unitary Operators
	6.3 The Spectrum of an Operator
	6.4 Positive Operators and Projections

	7. Compact Operators
	7.1 Compact Operators
	7.2 Spectral Theory of Compact Operators
	7.3 Self-adjoint Compact Operators

	8. Integral and Differential Equations
	8.1 Fredholm Integral Equations
	8.2 Volterra Integral Equations
	8.3 Differential Equations
	8.4 Eigenvalue Problems and Green?s Functions

	9. Solutions to Exercises
	Further Reading
	References
	Notation Index
	Index



