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## Preface

This book provides an introduction to the ideas and methods of linear functional analysis at a level appropriate to the final year of an undergraduate course at a British university. The prerequisites for reading it are a standard undergraduate knowledge of linear algebra and real analysis (including the theory of metric spaces).

Part of the development of functional analysis can be traced to attempts to find a suitable framework in which to discuss differential and integral equations. Often, the appropriate setting turned out to be a vector space of real or complex-valued functions defined on some set. In general, such a vector space is infinite-dimensional. This leads to difficulties in that, although many of the elementary properties of finite-dimensional vector spaces hold in infinite-dimensional vector spaces, many others do not. For example, in general infinite-dimensional vector spaces there is no framework in which to make sense of analytic concepts such as convergence and continuity. Nevertheless, on the spaces of most interest to us there is often a norm (which extends the idea of the length of a vector to a somewhat more abstract setting). Since a norm on a vector space gives rise to a metric on the space, it is now possible to do analysis in the space. As real or complex-valued functions are often called functionals, the term functional analysis came to be used for this topic.

We now briefly outline the contents of the book. In Chapter 1 we present (for reference and to establish our notation) various basic ideas that will be required throughout the book. Specifically, we discuss the results from elementary linear algebra and the basic theory of metric spaces which will be required in later chapters. We also give a brief summary of the elements of the theory of Lebesgue measure and integration. Of the three topics discussed in this introductory chapter, Lebesgue integration is undoubtedly the most technically difficult and the one which the prospective reader is least likely to have encountered
before. Unfortunately, many of the most important spaces which arise in functional analysis are spaces of integrable functions, and it is necessary to use the Lebesgue integral to overcome various drawbacks of the elementary Riemann integral, commonly taught in real analysis courses. The reader who has not met Lebesgue integration before can still read this book by accepting that an integration process exists which coincides with the Riemann integral when this is defined, but extends to a larger class of functions, and which has the properties described in Section 1.3.

In Chapter 2 we discuss the fundamental concept of functional analysis, the normed vector space. As mentioned above, a norm on a vector space is simply an extension of the idea of the length of a vector to a rather more abstract setting. Via an associated metric, the norm is behind all the discussion of convergence and continuity in vector spaces in this book. The basic properties of normed vector spaces are described in this chapter. In particular we begin the study of Banach spaces which are complete normed vector spaces.

In finite dimensions, in addition to the length of a vector, the angle between two vectors is also used. To extend this to more abstract spaces the idea of an inner product on a vector space is introduced. This generalizes the wellknown "dot product" used in $\mathbb{R}^{3}$. Inner product spaces, which are vector spaces possessing an inner product, are discussed in Chapter 3. Every inner product space is a normed space and, as in Chapter 2, we find that the most important inner product spaces are those which are complete. These are called Hilbert spaces.

Having discussed various properties of infinite-dimensional vector spaces, the next step is to look at linear transformations between these spaces. The most important linear transformations are the continuous ones, and these will be called linear operators. In Chapter 4 we describe general properties of linear operators between normed vector spaces. Any linear transformation between finite-dimensional vector spaces is automatically continuous so questions relating to the continuity of the transformation can safely be ignored (and usually are). However, when the spaces are infinite-dimensional this is certainly not the case and the continuity, or otherwise, of individual linear transformations must be studied much more carefully. In addition, we investigate the properties of the entire set of linear operators between given normed vector spaces. In particular, it will be shown that this set is itself a normed vector space, and some of the properties of this space will be discussed. Finally, for some linear operators it is possible to define an inverse operator, and we conclude the chapter with a characterization of the invertibility of an operator.

Spaces of linear operators for which the range space is the space of scalars are of particular importance. Linear transformations with this property are called linear functionals and spaces of continuous linear functionals are called
dual spaces. In Chapter 5 we study this special case in some detail. In particular, we prove the Hahn-Banach theorem, a general result on the existence of linear functionals with given properties. We also study various properties of dual spaces, and discuss associated material on geometric separation theorems, second duals and reflexivity, and general, non-orthogonal projections and complements.

In Chapter 6 we specialize the discussion of linear operators to those acting between Hilbert spaces. The additional structure of these spaces means that we can define the adjoint of a linear operator and hence the particular classes of self-adjoint and unitary operators which have especially nice properties. We also introduce the spectrum of linear operators acting on a Hilbert space. The spectrum of a linear operator is a generalization of the set of eigenvalues of a matrix, which is a well-known concept in finite-dimensional linear algebra.

As we have already remarked, there are many significant differences between the theory of linear transformations in finite and infinite dimensions. However, for the class of compact operators a great deal of the theory carries over from finite to infinite dimensions. The properties of these particular operators are discussed in detail in Chapter 7. In particular, we study compact, self-adjoint operators on Hilbert spaces, and their spectral properties.

Finally, in Chapter 8, we use the results of the preceding chapters to discuss two extremely important areas of application of functional analysis, namely integral and differential equations. As we remarked above, the study of these equations was one of the main early influences and driving forces in the growth and development of functional analysis, so it forms a fitting conclusion to this book. Nowadays, functional analysis has applications to a vast range of areas of mathematics, but limitations of space preclude us from studying further applications.

A large number of exercises are included, together with complete solutions. Many of these exercises are relatively simple, while some are considerably less so. It is strongly recommended that the student should at least attempt most of these questions before looking at the solution. This is the only way to really learn any branch of mathematics.

There is a World Wide Web site associated with this book, at the URL

```
http://www.ma.hw.ac.uk/~}bryan/lfa_book.html
```

This site contains links to sites on the Web which give some historical background to the subject, and also contains a list of any significant misprints which have been found in the book.

The most significant change in the second edition from the first edition is the addition of Chapter 5 . An immediate consequence of this is that some
of the chapters in the first edition are renumbered here. While some of the material in the new Chapter 5 was in the first edition, the material on the HahnBanach theorem, separation theorems, second duals and reflexivity, and general projections and complements is new. We have also taken the opportunity to rearrange some of the previous material slightly, add some new exercises, and to correct any errors and misprints that were found in the first edition. We are grateful to everyone who drew our attention to these errors, or who provided comments on the first edition.
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## 1

## Preliminaries

To a certain extent, functional analysis can be described as infinite-dimensional linear algebra combined with analysis, in order to make sense of ideas such as convergence and continuity. It follows that we will make extensive use of these topics, so in this chapter we briefly recall and summarize the various ideas and results which are fundamental to the study of functional analysis. We must stress, however, that this chapter only attempts to review the material and establish the notation that we will use. We do not attempt to motivate or explain this material, and any reader who has not met this material before should consult an appropriate textbook for more information.

Section 1.1 discusses the basic results from linear algebra that will be required. The material here is quite standard although, in general, we do not make any assumptions about finite-dimensionality except where absolutely necessary. Section 1.2 discusses the basic ideas of metric spaces. Metric spaces are the appropriate setting in which to discuss basic analytical concepts such as convergence of sequences and continuity of functions. The ideas are a natural extension of the usual concepts encountered in elementary courses in real analysis. In general metric spaces no other structure is imposed beyond a metric, which is used to discuss convergence and continuity. However, the essence of functional analysis is to consider vector spaces (usually infinite-dimensional) which are metric spaces and to study the interplay between the algebraic and metric structures of the spaces, especially when the spaces are complete metric spaces.

An important technical tool in the theory is Lebesgue integration. This is because many important vector spaces consist of sets of integrable functions.

In order for desirable metric space properties, such as completeness, to hold in these spaces it is necessary to use Lebesgue integration rather than the simpler Riemann integration usually discussed in elementary analysis courses. Of the three topics discussed in this introductory chapter, Lebesgue integration is undoubtedly the most technically difficult and the one which the prospective student is most likely to have not encountered before. In this book we will avoid arcane details of Lebesgue integration theory. The basic results which will be needed are described in Section 1.3, without any proofs. For the reader who is unfamiliar with Lebesgue integration and who does not wish to embark on a prolonged study of the theory, it will be sufficient to accept that an integration process exists which applies to a broad class of "Lebesgue integrable" functions and has the properties described in Section 1.3, most of which are obvious extensions of corresponding properties of the Riemann integral.

### 1.1 Linear Algebra

Throughout the book we have attempted to use standard mathematical notation wherever possible. Basic to the discussion is standard set theoretic notation and terminology. Details are given in, for example, [7]. Sets will usually be denoted by upper case letters, $X, Y, \ldots$, while elements of sets will be denoted by lower case letters, $x, y, \ldots$. The usual set theoretic operations will be used: $\in$, $\subset, \cup, \cap, \varnothing$ (the empty set), $\times$ (Cartesian product), $X \backslash Y=\{x \in X: x \notin Y\}$.

The following standard sets will be used,

$$
\begin{aligned}
& \mathbb{R}=\text { the set of real numbers } \\
& \mathbb{C}=\text { the set of complex numbers }, \\
& \mathbb{N}=\text { the set of positive integers }\{1,2, \ldots\} .
\end{aligned}
$$

The sets $\mathbb{R}$ and $\mathbb{C}$ are algebraic fields. These fields will occur throughout the discussion, associated with vector spaces. Sometimes it will be crucial to be specific about which of these fields we are using, but when the discussion applies equally well to both we will simply use the notation $\mathbb{F}$ to denote either set. The real and imaginary parts of a complex number $z$ will be denoted by $\Re \mathrm{e} z$ and $\Im m z$ respectively, while the complex conjugate will be denoted $\bar{z}$.

For any $k \in \mathbb{N}$ we let $\mathbb{F}^{k}=\mathbb{F} \times \ldots \times \mathbb{F}$ (the Cartesian product of $k$ copies of $\mathbb{F}$ ). Elements of $\mathbb{F}^{k}$ will written in the form $x=\left(x_{1}, \ldots, x_{k}\right), x_{j} \in \mathbb{F}, j=1, \ldots, k$.

For any two sets $X$ and $Y$, the notation $f: X \rightarrow Y$ will denote a function or mapping from $X$ into $Y$. The set $X$ is the domain of $f$ and $Y$ is the codomain. If $A \subset X$ and $B \subset Y$, we use the notation

$$
f(A)=\{f(x): x \in A\}, \quad f^{-1}(B)=\{x \in X: f(x) \in B\} .
$$

If $Z$ is a third set and $g: Y \rightarrow Z$ is another function, we define the composition of $g$ and $f$, written $g \circ f: X \rightarrow Z$, by

$$
(g \circ f)(x)=g(f(x))
$$

for all $x \in X$.
We now discuss the essential concepts from linear algebra that will be required in later chapters. Most of this section should be familiar, at least in the finite-dimensional setting. See for example [1] or [5], or any other book on linear algebra. However, we do not assume here that any spaces are finite-dimensional unless explicitly stated.

## Definition 1.1

A vector space over $\mathbb{F}$ is a non-empty set $V$ together with two functions, one from $V \times V$ to $V$ and the other from $\mathbb{F} \times V$ to $V$, denoted by $x+y$ and $\alpha x$ respectively, for all $x, y \in V$ and $\alpha \in \mathbb{F}$, such that, for any $\alpha, \beta \in \mathbb{F}$ and any $x, y, z \in V$,
(a) $x+y=y+x, \quad x+(y+z)=(x+y)+z$;
(b) there exists a unique $0 \in V$ (independent of $x$ ) such that $x+0=x$;
(c) there exists a unique $-x \in V$ such that $x+(-x)=0$;
(d) $1 x=x, \quad \alpha(\beta x)=(\alpha \beta) x$;
(e) $\alpha(x+y)=\alpha x+\alpha y, \quad(\alpha+\beta) x=\alpha x+\beta x$.

If $\mathbb{F}=\mathbb{R}$ (respectively, $\mathbb{F}=\mathbb{C}$ ) then $V$ is a real (respectively, complex) vector space. Elements of $\mathbb{F}$ are called scalars, while elements of $V$ are called vectors. The operation $x+y$ is called vector addition, while the operation $\alpha x$ is called scalar multiplication.

Many results about vector spaces apply equally well to both real or complex vector spaces, so if the type of a space is not stated explicitly then the space may be of either type, and we will simply use the term "vector space".

If $V$ is a vector space with $x \in V$ and $A, B \subset V$, we use the notation,

$$
\begin{aligned}
x+A & =\{x+a: a \in A\} \\
A+B & =\{a+b: a \in A, b \in B\}
\end{aligned}
$$

## Definition 1.2

Let $V$ be a vector space. A non-empty set $U \subset V$ is a linear subspace of $V$ if $U$ is itself a vector space (with the same vector addition and scalar multiplication
as in $V)$. This is equivalent to the condition that

$$
\alpha x+\beta y \in U, \quad \text { for all } \alpha, \beta \in \mathbb{F} \text { and } \quad x, y \in U
$$

(which is called the subspace test).

Note that, by definition, vector spaces and linear subspaces are always nonempty, while general subsets of vector spaces which are not subspaces may be empty. In particular, it is a consequence of the vector space definitions that $0 x=\mathbf{0}$, for all $x \in V$ (here, 0 is the scalar zero and $\mathbf{0}$ is the vector zero; except where it is important to distinguish between the two, both will be denoted by 0 ). Hence, any linear subspace $U \subset V$ must contain at least the vector $\mathbf{0}$, and the set $\{\mathbf{0}\} \subset V$ is a linear subspace.

## Definition 1.3

Let $V$ be a vector space, let $\mathbf{v}=\left\{v_{1}, \ldots, v_{k}\right\} \subset V, k \geq 1$, be a finite set and let $A \subset V$ be an arbitrary non-empty set.
(a) A linear combination of the elements of $\mathbf{v}$ is any vector of the form

$$
\begin{equation*}
x=\alpha_{1} v_{1}+\ldots+\alpha_{k} v_{k} \in V, \tag{1.1}
\end{equation*}
$$

for any set of scalars $\alpha_{1}, \ldots, \alpha_{k}$.
(b) $\mathbf{v}$ is linearly independent if the following implication holds:

$$
\alpha_{1} v_{1}+\ldots+\alpha_{k} v_{k}=0 \quad \Rightarrow \quad \alpha_{1}=\ldots=\alpha_{k}=0 .
$$

(c) $A$ is linearly independent if every finite subset of $A$ is linearly independent. If $A$ is not linearly independent then it is linearly dependent.
(d) The span of $A$ (denoted $\mathrm{Sp} A$ ) is the set of all linear combinations of all finite subsets of $A$. This set is a linear subspace of $V$. Equivalently, $\operatorname{Sp} A$ is the intersection of the set of all linear subspaces of $V$ which contain $A$. Thus, $\operatorname{Sp} A$ is the smallest linear subspace of $V$ containing $A$ (in the sense that if $A \subset B \subset V$ and $B$ is a linear subspace of $V$ then $\operatorname{Sp} A \subset B$ ).
(e) If $\mathbf{v}$ is linearly independent and $\operatorname{Sp} \mathbf{v}=V$, then $\mathbf{v}$ is called a basis for $V$. It can be shown that if $V$ has such a (finite) basis then all bases of $V$ have the same number of elements. If this number is $k$ then $V$ is said to be $k$-dimensional (or, more generally, finite-dimensional), and we write $\operatorname{dim} V=k$. If $V$ does not have such a finite basis it is said to be infinitedimensional.
(f) If $\mathbf{v}$ is a basis for $V$ then any $x \in V$ can be written as a linear combination of the form (1.1), with a unique set of scalars $\alpha_{j}, j=1, \ldots, k$. These scalars (which clearly depend on $x$ ) are called the components of $x$ with respect to the basis $\mathbf{v}$.
(g) The set $\mathbb{F}^{k}$ is a vector space over $\mathbb{F}$ and the set of vectors

$$
\widehat{e}_{1}=(1,0,0, \ldots, 0), \widehat{e}_{2}=(0,1,0, \ldots, 0), \ldots, \widehat{e}_{k}=(0,0,0, \ldots, 1),
$$

is a basis for $\mathbb{F}^{k}$. This notation will be used throughout the book, and this basis will be called the standard basis for $\mathbb{F}^{k}$.

We will sometimes write $\operatorname{dim} V=\infty$ when $V$ is infinite-dimensional. However, this is simply a notational convenience and should not be interpreted in the sense of ordinal or cardinal numbers (see [7]). In a sense, infinite-dimensional spaces can vary greatly in their "size"; see Section 3.4 for some further discussion of this.

## Definition 1.4

Let $V, W$ be vector spaces over $\mathbb{F}$. The Cartesian product $V \times W$ is a vector space with the following vector space operations. For any $\alpha \in \mathbb{F}$ and any $\left(x_{j}, y_{j}\right) \in V \times W, j=1,2$, let

$$
\left(x_{1}, y_{1}\right)+\left(x_{2}, y_{2}\right)=\left(x_{1}+x_{2}, y_{1}+y_{2}\right), \quad \alpha\left(x_{1}, y_{1}\right)=\left(\alpha x_{1}, \alpha y_{1}\right)
$$

(using the corresponding vector space operations in $V$ and $W$ ).
We next describe a typical construction of vector spaces consisting of functions defined on some underlying set.

## Definition 1.5

Let $S$ be a set and let $V$ be a vector space over $\mathbb{F}$. We denote the set of functions $f: S \rightarrow V$ by $F(S, V)$. For any $\alpha \in \mathbb{F}$ and any $f, g \in F(S, V)$, we define functions $f+g$ and $\alpha f$ in $F(S, V)$ by

$$
(f+g)(x)=f(x)+g(x), \quad(\alpha f)(x)=\alpha f(x)
$$

for all $x \in S$ (using the vector space operations in $V$ ). With these definitions the set $F(S, V)$ is a vector space over $\mathbb{F}$.

Many of the vector spaces used in functional analysis are of the above form. From now on, whenever functions are added or multiplied by a scalar the
process will be as in Definition 1.5. We note that the zero element in $F(S, V)$ is the function which is identically equal to the zero element of $V$. Also, if $S$ contains infinitely many elements and $V \neq\{0\}$ then $F(S, V)$ is infinitedimensional.

## Example 1.6

If $S$ is the set of integers $\{1, \ldots, k\}$ then the set $F(S, \mathbb{F})$ can be identified with the space $\mathbb{F}^{k}$ (by identifying an element $x \in \mathbb{F}^{k}$ with the function $f \in F(S, \mathbb{F})$ defined by $\left.f(j)=x_{j}, 1 \leq j \leq k\right)$.

Often, in the construction in Definition 1.5, the set $S$ is a vector space, and only a subset of the set of all functions $f: S \rightarrow V$ is considered. In particular, in this case the most important functions to consider are those which preserve the linear structure of the vector spaces in the sense of the following definition.

## Definition 1.7

Let $V, W$ be vector spaces over the same scalar field $\mathbb{F}$. A function $T: V \rightarrow W$ is called a linear transformation (or mapping) if, for all $\alpha, \beta \in \mathbb{F}$ and $x, y \in V$,

$$
T(\alpha x+\beta y)=\alpha T(x)+\beta T(y)
$$

The set of all linear transformations $T: V \rightarrow W$ will be denoted by $L(V, W)$. With the scalar multiplication and vector addition defined in Definition 1.5 the set $L(V, W)$ is a vector space (it is a subspace of $F(V, W)$ ). When $V=W$ we abbreviate $L(V, V)$ to $L(V)$.

A particularly simple linear transformation in $L(V)$ is defined by $I_{V}(x)=x$, for $x \in V$. This is called the identity transformation on $V$ (usually we use the notation $I$ if it is clear what space the transformation is acting on).

Whenever we discuss linear transformations $T: V \rightarrow W$ it will be taken for granted, without being explicitly stated, that $V$ and $W$ are vector spaces over the same scalar field.

Since linear transformations are functions they can be composed (when they act on appropriate spaces). The following lemmas are immediate consequences of the definition of a linear transformation.

## Lemma 1.8

Let $V, W, X$ be vector spaces and $T \in L(V, W), S \in L(W, X)$. Then the composition $S \circ T \in L(V, X)$.

## Lemma 1.9

Let $V$ be a vector space, $R, S, T \in L(V)$, and $\alpha \in \mathbb{F}$. Then:
(a) $R \circ(S \circ T)=(R \circ S) \circ T$;
(b) $R \circ(S+T)=R \circ S+R \circ T$;
(c) $(S+T) \circ R=S \circ R+T \circ R$;
(d) $I_{V} \circ T=T \circ I_{V}=T$;
(e) $(\alpha S) \circ T=\alpha(S \circ T)=S \circ(\alpha T)$.

These properties also hold for linear transformations between different spaces when the relevant operations make sense (for instance, (a) holds when $T \in$ $L(V, W), S \in L(W, X)$ and $R \in L(X, Y)$, for vector spaces $V, W, X, Y)$.

The five properties listed in Lemma 1.9 are exactly the extra axioms which a vector space must satisfy in order to be an algebra. Since this is the only example of an algebra which we will meet in this book we will not discuss this further, but we note that an algebra is both a vector space and a ring, see [5].

When dealing with the composition of linear transformations $S, T$ it is conventional to omit the symbol $\circ$ and simply write $S T$. Eventually we will do this, but for now we retain the symbol $\circ$.

The following lemma gives some further elementary properties of linear transformations.

## Lemma 1.10

Let $V, W$ be vector spaces and $T \in L(V, W)$.
(a) $T(0)=0$.
(b) If $U$ is a linear subspace of $V$ then the set $T(U)$ is a linear subspace of $W$ and $\operatorname{dim} T(U) \leq \operatorname{dim} U$ (as either finite numbers or $\infty$ ).
(c) If $U$ is a linear subspace of $W$ then the set $\{x \in V: T(x) \in U\}$ is a linear subspace of $V$.

We can now state some standard terminology.

## Definition 1.11

Let $V, W$ be vector spaces and $T \in L(V, W)$.
(a) The image of $T$ (often known as the range of $T$ ) is the subspace $\operatorname{Im} T=$ $T(V)$; the rank of $T$ is the number $r(T)=\operatorname{dim}(\operatorname{Im} T)$.
(b) The kernel of $T$ (often known as the null-space of $T$ ) is the subspace $\operatorname{Ker} T=$ $\{x \in V: T(x)=0\}$; the nullity of $T$ is the number $n(T)=\operatorname{dim}(\operatorname{Ker} T)$.

The rank and nullity, $r(T), n(T)$, may have the value $\infty$.
(c) $T$ has finite rank if $r(T)$ is finite.
(d) $T$ is one-to-one if, for any $y \in W$, the equation $T(x)=y$ has at most one solution $x$.
(e) $T$ is onto if, for any $y \in W$, the equation $T(x)=y$ has at least one solution $x$.
(f) $T$ is bijective if, for any $y \in W$, the equation $T(x)=y$ has exactly one solution $x$ (that is, $T$ is both one-to-one and onto).

## Lemma 1.12

Let $V, W$ be vector spaces and $T \in L(V, W)$.
(a) $T$ is one-to-one if and only if the equation $T(x)=0$ has only the solution $x=0$. This is equivalent to $\operatorname{Ker} T=\{0\}$ or $n(T)=0$.
(b) $T$ is onto if and only if $\operatorname{Im} T=W$. If $\operatorname{dim} W$ is finite this is equivalent to $r(T)=\operatorname{dim} W$.
(c) $T \in L(V, W)$ is bijective if and only if there exists a unique transformation $S \in L(W, V)$ which is bijective and $S \circ T=I_{V}$ and $T \circ S=I_{W}$.

If $V$ is $k$-dimensional then

$$
n(T)+r(T)=k
$$

(in particular, $r(T)$ is necessarily finite, irrespective of whether $W$ is finitedimensional). Hence, if $W$ is also $k$-dimensional then $T$ is bijective if and only if $n(T)=0$.

Related to the bijectivity, or otherwise, of a transformation $T$ from a space to itself we have the following definition, which will be extremely important later.

## Definition 1.13

Let $V$ be a vector space and $T \in L(V)$. A scalar $\lambda \in \mathbb{F}$ is an eigenvalue of $T$ if the equation $T(x)=\lambda x$ has a non-zero solution $x \in V$, and any such non-zero solution is an eigenvector. The subspace $\operatorname{Ker}(T-\lambda I) \subset V$ is called the eigenspace (corresponding to $\lambda$ ) and the multiplicity of $\lambda$ is the number $m_{\lambda}=n(T-\lambda I)$.

## Lemma 1.14

Let $V$ be a vector space and let $T \in L(V)$. Let $\left\{\lambda_{1}, \ldots, \lambda_{k}\right\}$ be a set of distinct eigenvalues of $T$, and for each $1 \leq j \leq k$ let $x_{j}$ be an eigenvector corresponding to $\lambda_{j}$. Then the set $\left\{x_{1}, \ldots, x_{k}\right\}$ is linearly independent.

Linear transformations between finite-dimensional vector spaces are closely related to matrices. For any integers $m, n \geq 1$, let $M_{m n}(\mathbb{F})$ denote the set of all $m \times n$ matrices with entries in $\mathbb{F}$. A typical element of $M_{m n}(\mathbb{F})$ will be written as $\left[a_{i j}\right]$ (or $\left[a_{i j}\right]_{m n}$ if it is necessary to emphasize the size of the matrix). Any matrix $C=\left[c_{i j}\right] \in M_{m n}(\mathbb{F})$ induces a linear transformation $T_{C} \in L\left(\mathbb{F}^{n}, \mathbb{F}^{m}\right)$ as follows: for any $x \in \mathbb{F}^{n}$, let $T_{C} x=y$, where $y \in \mathbb{F}^{m}$ is defined by

$$
y_{i}=\sum_{j=1}^{n} c_{i j} x_{j}, \quad 1 \leq i \leq m
$$

Note that, if we were to regard $x$ and $y$ as column vectors then this transformation corresponds to standard matrix multiplication. However, mainly for notational purposes, it is generally convenient to regard elements of $\mathbb{F}^{k}$ as row vectors. This convention will always be used below, except when we specifically wish to perform computations of matrices acting on vectors, and then it will be convenient to use column vector notation.

On the other hand, if $U$ and $V$ are finite-dimensional vector spaces then a linear transformation $T \in L(U, V)$ can be represented in terms of a matrix. To fix our notation we briefly review this representation (see Chapter 7 of [1] for further details). Suppose that $U$ is $n$-dimensional and $V$ is $m$-dimensional, with bases $\mathbf{u}=\left\{u_{1}, \ldots, u_{n}\right\}$ and $\mathbf{v}=\left\{v_{1}, \ldots, v_{m}\right\}$ respectively. Any vector $a \in U$ can be represented in the form

$$
a=\sum_{j=1}^{n} \alpha_{j} u_{j}
$$

for a unique collection of scalars $\alpha_{1}, \ldots, \alpha_{n}$. We define the column matrix

$$
A=\left[\begin{array}{c}
\alpha_{1} \\
\vdots \\
\alpha_{n}
\end{array}\right] \in M_{n 1}(\mathbb{F})
$$

The mapping $a \rightarrow A$ is a bijective linear transformation from $U$ to $M_{n 1}(\mathbb{F})$, that is, there is a one-to-one correspondence between vectors $a \in U$ and column matrices $A \in M_{n 1}(\mathbb{F})$. There is a similar correspondence between vectors $b \in V$ and column matrices $B \in M_{m 1}(\mathbb{F})$. Now, for any $1 \leq j \leq n$, the vector $T u_{j}$ has the representation

$$
T u_{j}=\sum_{i=1}^{m} \tau_{i j} v_{i}
$$

for appropriate (unique) scalars $\tau_{i j}, i=1, \ldots, m, j=1, \ldots, n$. It follows from this, by linearity, that for any $a \in U$,

$$
T a=\sum_{j=1}^{n} \alpha_{j} T u_{j}=\sum_{i=1}^{m}\left(\sum_{j=1}^{n} \tau_{i j} \alpha_{j}\right) v_{i}
$$

and hence, letting $M_{T}$ denote the matrix $\left[\tau_{i j}\right]$, the matrix representation $B$ of the vector $b=T a$ has the form

$$
B=M_{T} A
$$

(using standard matrix multiplication here). We will write $M_{\mathbf{V}}^{\mathbf{u}}(T)=M_{T}$ for the above matrix representation of $T$ with respect to the bases $\mathbf{u}, \mathbf{v}$ (the notation emphasizes that the representation $M_{\mathbf{V}}^{\mathbf{u}}(T)$ depends on $\mathbf{u}$ and $\mathbf{v}$ as well as on $T$ ). This matrix representation has the following properties.

## Theorem 1.15

(a) The mapping $T \rightarrow M_{\mathbf{V}}^{\mathbf{u}}(T)$ is a bijective linear transformation from $L(U, V)$ to $M_{m n}(\mathbb{F})$, that is, if $S, T \in L(U, V)$ and $\alpha \in \mathbb{F}$, then

$$
M_{\mathbf{V}}^{\mathbf{u}}(\alpha T)=\alpha M_{\mathbf{V}}^{\mathbf{u}}(T), \quad M_{\mathbf{V}}^{\mathbf{u}}(S+T)=M_{\mathbf{V}}^{\mathbf{u}}(S)+M_{\mathbf{V}}^{\mathbf{u}}(T)
$$

(b) If $T \in L(U, V), S \in L(V, W)$ (where $W$ is $l$-dimensional, with basis $\mathbf{w}$ ) then (again using standard matrix multiplication here).

$$
M_{\mathbf{W}}^{\mathbf{u}}(S T)=M_{\mathbf{W}}^{\mathbf{v}}(S) M_{\mathbf{V}}^{\mathbf{u}}(T)
$$

When $U=\mathbb{F}^{n}$ and $V=\mathbb{F}^{m}$, the above constructions of an operator from a matrix and a matrix from an operator are consistent, in the following sense.

## Lemma 1.16

Let $\mathbf{u}$ be the standard basis of $\mathbb{F}^{n}$ and let $\mathbf{v}$ be the standard basis of $\mathbb{F}^{m}$. Let $C \in M_{m n}(\mathbb{F})$ and $T \in L\left(\mathbb{F}^{n}, \mathbb{F}^{m}\right)$. Then,
(a) $M_{\mathbf{V}}^{\mathbf{u}}\left(T_{C}\right)=C$;
(b) $T_{B}=T\left(\right.$ where $\left.B=M_{\mathbf{V}}^{\mathbf{u}}(T)\right)$.

The above results show that although matrices and linear transformations between finite-dimensional vector spaces are logically distinct concepts, there is a close connection between them, and much of their theory is, in essence, identical. This will be particularly apparent in Chapter 6.

### 1.2 Metric Spaces

Metric spaces are an abstract setting in which to discuss basic analytical concepts such as convergence of sequences and continuity of functions. The fundamental tool required for this is a distance function or "metric". The following definition lists the crucial properties of a distance function.

## Definition 1.17

A metric on a set $M$ is a function $d: M \times M \rightarrow \mathbb{R}$ with the following properties. For all $x, y, z \in M$,
(a) $d(x, y) \geq 0$;
(b) $d(x, y)=0 \Longleftrightarrow x=y$;
(c) $d(x, y)=d(y, x)$;
(d) $d(x, z) \leq d(x, y)+d(y, z) \quad$ (the triangle inequality).

If $d$ is a metric on $M$, then the pair $(M, d)$ is called a metric space.
Any given set $M$ can have more than one metric (unless it consists of a single point). If it is clear what the metric is we often simply write "the metric space $M$ ", rather than "the metric space $(M, d)$ ".

## Example 1.18

For any integer $k \geq 1$, the function $d: \mathbb{F}^{k} \times \mathbb{F}^{k} \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
d(x, y)=\left(\sum_{j=1}^{k}\left|x_{j}-y_{j}\right|^{2}\right)^{1 / 2} \tag{1.2}
\end{equation*}
$$

is a metric on the set $\mathbb{F}^{k}$. This metric will be called the standard metric on $\mathbb{F}^{k}$ and, unless otherwise stated, $\mathbb{F}^{k}$ will be regarded as a metric space with this metric. An example of an alternative metric on $\mathbb{F}^{k}$ is the function $d_{1}$ : $\mathbb{F}^{k} \times \mathbb{F}^{k} \rightarrow \mathbb{R}$ defined by

$$
d_{1}(x, y)=\sum_{j=1}^{k}\left|x_{j}-y_{j}\right|
$$

## Definition 1.19

Let $(M, d)$ be a metric space and let $N$ be a subset of $M$. Define $d_{N}: N \times N \rightarrow \mathbb{R}$ by $d_{N}(x, y)=d(x, y)$ for all $x, y \in N$ (that is, $d_{N}$ is the restriction of $d$ to the subset $N)$. Then $d_{N}$ is a metric on $N$, called the metric induced on $N$ by $d$.

Whenever we consider subsets of metric spaces we will regard them as metric spaces with the induced metric unless otherwise stated. Furthermore, we will normally retain the original notation for the metric (that is, in the notation of Definition 1.19 , we will simply write $d$ rather than $d_{N}$ for the induced metric).

The idea of a sequence should be familiar from elementary analysis courses. Formally, a sequence in a set $X$ is often defined to be a function $s: \mathbb{N} \rightarrow X$, see [7]. Alternatively, a sequence in $X$ can be regarded as an ordered list of elements of $X$, written in the form $\left(x_{1}, x_{2}, \ldots\right)$, with $x_{n}=s(n)$ for each $n \in \mathbb{N}$. The function definition is logically precise, but the idea of an ordered list of elements is often more helpful intuitively. For brevity, we will usually use the notation $\left\{x_{n}\right\}$ for a sequence (or $\left\{x_{n}\right\}_{n=1}^{\infty}$ if it is necessary to emphasize which variable is indexing the sequence). Strictly speaking, this notation could lead to confusion between a sequence $\left\{x_{n}\right\}$ (which has an ordering) and the corresponding set $\left\{x_{n}: n \in \mathbb{N}\right\}$ (which has no ordering) or the set consisting of the single element $x_{n}$, but this is rarely a problem in practice. The notation $\left(x_{n}\right)$ is also sometimes used for sequences, but when we come to look at functions of sequences this notation can make it seem that an individual element $x_{n}$ is the argument of the function, so this notation will not be used in this book. A subsequence of $\left\{x_{n}\right\}$ is a sequence of the form $\left\{x_{n(r)}\right\}_{r=1}^{\infty}$, where $n(r) \in \mathbb{N}$ is a strictly increasing function of $r \in \mathbb{N}$.

## Example 1.20

Using the definition of a sequence as a function from $\mathbb{N}$ to $\mathbb{F}$ we see that the space $F(\mathbb{N}, \mathbb{F})$ (see Definition 1.5) can be identified with the space consisting of all sequences in $\mathbb{F}$ (compare this with Example 1.6).

A fundamental concept in analysis is the convergence of sequences. Convergence of sequences in metric spaces will now be defined (we say that $\left\{x_{n}\right\}$ is a sequence in a metric space $(M, d)$ if it is a sequence in the set $M)$.

## Definition 1.21

A sequence $\left\{x_{n}\right\}$ in a metric space $(M, d)$ converges to $x \in M$ (or the sequence $\left\{x_{n}\right\}$ is convergent) if, for every $\epsilon>0$, there exists $N \in \mathbb{N}$ such that

$$
d\left(x, x_{n}\right)<\epsilon, \quad \text { for all } n \geq N
$$

As usual, we write $\lim _{n \rightarrow \infty} x_{n}=x$ or $x_{n} \rightarrow x$. A sequence $\left\{x_{n}\right\}$ in $(M, d)$ is a Cauchy sequence if, for every $\epsilon>0$, there exists $N \in \mathbb{N}$ such that

$$
d\left(x_{m}, x_{n}\right)<\epsilon, \quad \text { for all } m, n \geq N
$$

Note that, using the idea of convergence of a sequence of real numbers, the above definitions are equivalent to

$$
d\left(x, x_{n}\right) \rightarrow 0, \quad \text { as } n \rightarrow \infty ; \quad d\left(x_{m}, x_{n}\right) \rightarrow 0, \quad \text { as } m, n \rightarrow \infty,
$$

respectively.

## Theorem 1.22

Suppose that $\left\{x_{n}\right\}$ is a convergent sequence in a metric space $(M, d)$. Then:
(a) the limit $x=\lim _{n \rightarrow \infty} x_{n}$ is unique;
(b) any subsequence of $\left\{x_{n}\right\}$ also converges to $x$;
(c) $\left\{x_{n}\right\}$ is a Cauchy sequence.

Various properties and classes of subsets of metric spaces can now be defined in terms of the metric.

## Definition 1.23

Let $(M, d)$ be a metric space. For any $x \in M$ and any number $r>0$, the set

$$
B_{x}(r)=\{y \in M: d(x, y)<r\}
$$

will be called the open ball with centre $x$ and radius $r$. If $r=1$ the ball $B_{x}(1)$ is said to be an open unit ball. The set $\{y \in M: d(x, y) \leq r\}$ will be called the closed ball with centre $x$ and radius $r$. If $r=1$ this set will be called a closed unit ball.

## Definition 1.24

Let $(M, d)$ be a metric space and let $A \subset M$.
(a) $A$ is bounded if there is a number $b>0$ such that $d(x, y)<b$ for all $x, y \in A$.
(b) $A$ is open if, for each point $x \in A$, there is an $\epsilon>0$ such that $B_{x}(\epsilon) \subset A$.
(c) $A$ is closed if the set $M \backslash A$ is open.
(d) A point $x \in M$ is a closure point of $A$ if, for every $\epsilon>0$, there is a point $y \in A$ with $d(x, y)<\epsilon$ (equivalently, if there exists a sequence $\left\{y_{n}\right\} \subset A$ such that $\left.y_{n} \rightarrow x\right)$.
(e) The closure of $A$, denoted by $\bar{A}$ or $A^{-}$, is the set of all closure points of $A$.
(f) $A$ is dense (in $M$ ) if $\bar{A}=M$.

We will use both notations $\bar{A}$ or $A^{-}$for the closure of $A$; the notation $\bar{A}$ is very common, but the notation $A^{-}$can be useful to avoid possible confusion with complex conjugate or for denoting the closure of a set given by a complicated formula.

Note that if $x \in A$ then $x$ is, by definition, a closure point of $A$ (in the definition, put $y=x$ for every $\epsilon>0$ ), so $A \subset \bar{A}$. It need not be true that $A=\bar{A}$, as we see in the following theorem.

## Theorem 1.25

Let $(M, d)$ be a metric space and let $A \subset M$.
(a) $\bar{A}$ is closed and is equal to the intersection of the collection of all closed subsets of $M$ which contain $A$ (so $\bar{A}$ is the smallest closed set containing A).
(b) $A$ is closed if and only if $A=\bar{A}$.
(c) $A$ is closed if and only if, whenever $\left\{x_{n}\right\}$ is a sequence in $A$ which converges to an element $x \in M$, then $x \in A$.
(d) $x \in \bar{A}$ if and only if $\inf \{d(x, y): y \in A\}=0$.
(e) For any $x \in M$ and $r>0$, the "open" and "closed" balls in Definition 1.23 are open and closed in the sense of Definition 1.24. Furthermore,

$$
\overline{B_{x}(r)} \subset\{y \in M: d(x, y) \leq r\}
$$

but these sets need not be equal in general (however, for most of the spaces considered in this book these sets are equal, see Exercise 2.12).
(f) $A$ is dense if and only if, for any element $x \in M$ and any number $\epsilon>0$, there exists a point $y \in A$ with $d(x, y)<\epsilon$ (equivalently, for any element $x \in M$ there exists a sequence $\left\{y_{n}\right\} \subset A$ such that $\left.y_{n} \rightarrow x\right)$.

Heuristically, part (f) of Theorem 1.25 says that a set $A$ is dense in $M$ if any element $x \in M$ can be "approximated arbitrarily closely by elements of $A$ ", in the sense of the metric on $M$.

Recall that if $(M, d)$ is a metric space and $N \subset M$, then $(N, d)$ is also a metric space (Definition 1.19). Thus all the above concepts also make sense in $(N, d)$. However, it is important to be clear which of these spaces is being used in any given context as the results may be different.

## Example 1.26

Let $M=\mathbb{R}$, with the standard metric, and let $N=(0,1] \subset M$. If $A=(0,1)$ then the closure of $A$ in $N$ is equal to $N$ (so $A$ is dense in $N$ ), but the closure of $A$ in $M$ is $[0,1]$.

In real analysis the idea of a "continuous function" can be defined in terms of the standard metric on $\mathbb{R}$, so the idea can also be extended to the general metric space setting.

## Definition 1.27

Let $\left(M, d_{M}\right)$ and $\left(N, d_{N}\right)$ be metric spaces and let $f: M \rightarrow N$ be a function.
(a) $f$ is continuous at a point $x \in M$ if, for every $\epsilon>0$, there exists $\delta>0$ such that, for $y \in M$,

$$
d_{M}(x, y)<\delta \Rightarrow d_{N}(f(x), f(y))<\epsilon
$$

(b) $f$ is continuous (on $M$ ) if it is continuous at each point of $M$.
(c) $f$ is uniformly continuous (on $M$ ) if, for every $\epsilon>0$, there exists $\delta>0$ such that, for all $x, y \in M$,

$$
d_{M}(x, y)<\delta \Rightarrow d_{N}(f(x), f(y))<\epsilon
$$

(that is, the number $\delta$ can be chosen independently of $x, y \in M$ ).

As in real analysis the idea of continuity is closely connected with sequences, and also with open and closed sets.

## Theorem 1.28

Suppose that $\left(M, d_{M}\right),\left(N, d_{N}\right)$, are metric spaces and that $f: M \rightarrow N$. Then:
(a) $f$ is continuous at $x \in M$ if and only if, for every sequence $\left\{x_{n}\right\}$ in $\left(M, d_{M}\right)$ with $x_{n} \rightarrow x$, the sequence $\left\{f\left(x_{n}\right)\right\}$ in $\left(N, d_{N}\right)$ satisfies $f\left(x_{n}\right) \rightarrow f(x)$;
(b) $f$ is continuous on $M$ if and only if either of the following conditions holds:
(i) for any open set $A \subset N$, the set $f^{-1}(A) \subset M$ is open;
(ii) for any closed set $A \subset N$, the set $f^{-1}(A) \subset M$ is closed.

## Corollary 1.29

Suppose that $\left(M, d_{M}\right),\left(N, d_{N}\right)$, are metric spaces, $A$ is a dense subset of $M$ and $f, g: M \rightarrow N$ are continuous functions with the property that $f(x)=g(x)$ for all $x \in A$. Then $f=g$ (that is, $f(x)=g(x)$ for all $x \in M)$.

In many spaces the converse of part (c) of Theorem 1.22 also holds, that is, any Cauchy sequence is convergent. This property is so useful that metric spaces with this property have a special name.

Definition 1.30
A metric space $(M, d)$ is complete if every Cauchy sequence in $(M, d)$ is convergent. A set $A \subset M$ is complete (in $(M, d)$ ) if every Cauchy sequence lying in $A$ converges to an element of $A$.

## Theorem 1.31

For each $k \geq 1$, the space $\mathbb{F}^{k}$ with the standard metric is complete.

Unfortunately, not all metric spaces are complete. However, most of the spaces that we consider in this book are complete (partly because most of the important spaces are complete, partly because we choose to avoid incomplete spaces). The following theorem is a deep result in metric space theory which is used frequently in functional analysis. It is one of the reasons why complete metric spaces are so important in functional analysis.

## Theorem 1.32 (Baire's Category Theorem)

If $(M, d)$ is a complete metric space and $M=\bigcup_{j=1}^{\infty} A_{j}$, where each $A_{j} \subset M$, $j=1,2, \ldots$, is closed, then at least one of the sets $A_{j}$ contains an open ball.

The concept of compactness should be familiar from real analysis, and it can also be extended to the metric space setting.

## Definition 1.33

Let $(M, d)$ be a metric space. A set $A \subset M$ is compact if every sequence $\left\{x_{n}\right\}$ in $A$ contains a subsequence that converges to an element of $A$. A set $A \subset M$ is relatively compact if the closure $\bar{A}$ is compact. If the set $M$ itself is compact then we say that $(M, d)$ is a compact metric space.

## Remark 1.34

Compactness can also be defined in terms of 'open coverings', and this definition is more appropriate in more general topological spaces, but in metric spaces both definitions are equivalent, and the above sequential definition is the only one that will be used in this book.

## Theorem 1.35

Suppose that $(M, d)$ is a metric space and $A \subset M$. Then:
(a) if $A$ is complete then it is closed;
(b) if $M$ is complete then $A$ is complete if and only if it is closed;
(c) if $A$ is compact then it is closed and bounded;
(d) (Bolzano-Weierstrass theorem) every closed, bounded subset of $\mathbb{F}^{k}$ is compact.

Compactness is a very powerful and useful property, but it is often difficult to prove. Thus the above Bolzano-Weierstrass theorem, which gives a very simple criterion for the compactness of a set in $\mathbb{F}^{k}$, is very useful.

Metric spaces consisting of sets of functions defined on other spaces are extremely common in the study of functional analysis (in fact, such spaces could almost be regarded as the defining characteristic of the subject, and the inspiration for the term "functional analysis"). We now describe one of the most important such constructions, involving continuous $\mathbb{F}$-valued functions.

## Theorem 1.36

Suppose that $(M, d)$ is a compact metric space and $f: M \rightarrow \mathbb{F}$ is continuous. Then there exists a constant $b>0$ such that $|f(x)| \leq b$ for all $x \in M$ (we say that $f$ is bounded). In particular, if $\mathbb{F}=\mathbb{R}$ then the numbers $\sup \{f(x): x \in M\}$ and $\inf \{f(x): x \in M\}$, exist and are finite. Furthermore, there exist points $x_{s}, x_{i} \in M$ such that $f\left(x_{s}\right)=\sup \{f(x): x \in M\}, f\left(x_{i}\right)=\inf \{f(x): x \in M\}$.

## Definition 1.37

Let $(M, d)$ be a compact metric space. The set of continuous functions $f: M \rightarrow$ $\mathbb{F}$ will be denoted by $C_{\mathbb{F}}(M)$. We define a metric on $C_{\mathbb{F}}(M)$ by

$$
d(f, g)=\sup \{|f(x)-g(x)|: x \in M\}
$$

(it can easily be verified that for any $f, g \in C_{\mathbb{F}}(M)$, the function $|f-g|$ is continuous so $d(f, g)$ is well-defined, by Theorem 1.36, and that $d$ is a metric on $C_{\mathbb{F}}(M)$ ). This metric will be called the uniform metric and, unless otherwise stated, $C_{\mathbb{F}}(M)$ will always be assumed to have this metric.

## Notation

Most properties of the space $C_{\mathbb{F}}(M)$ hold equally well in both the real and complex cases so, except where it is important to distinguish between these cases, we will omit the subscript and simply write $C(M)$. A similar convention will be adopted below for other spaces with both real and complex versions. Also, when $M$ is a bounded interval $[a, b] \subset \mathbb{R}$ we write $C[a, b]$.

## Definition 1.38

Suppose that $(M, d)$ is a compact metric space and $\left\{f_{n}\right\}$ is a sequence in $C(M)$, and let $f: M \rightarrow \mathbb{F}$ be a function.
(a) $\left\{f_{n}\right\}$ converges pointwise to $f$ if $\left|f_{n}(x)-f(x)\right| \rightarrow 0$ for all $x \in M$.
(b) $\left\{f_{n}\right\}$ converges uniformly to $f$ if $\sup \left\{\left|f_{n}(x)-f(x)\right|: x \in M\right\} \rightarrow 0$.

Clearly, uniform convergence implies pointwise convergence, but not conversely. Also, uniform convergence implies that $f \in C(M)$, but this is not true for pointwise convergence, see [3]. Thus uniform convergence provides a more useful definition of convergence in $C(M)$ than pointwise convergence, and in fact uniform convergence corresponds to convergence with respect to the uniform metric on $C(M)$ in Definition 1.37.

We now have the following crucial theorem concerning $C(M)$.

## Theorem 1.39 (Theorem 3.45 in [3])

The metric space $C(M)$ is complete.

Now suppose that $M$ is a compact subset of $\mathbb{R}$. We denote the set of realvalued polynomials by $\mathcal{P}_{\mathbb{R}}$. Any polynomial $p \in \mathcal{P}_{\mathbb{R}}$ can be regarded as a function $p: M \rightarrow \mathbb{R}$, simply by restricting the domain of $p$ to $M$, so in this sense $\mathcal{P}_{\mathbb{R}} \subset C_{\mathbb{R}}(M)$. The following theorem is a special case of Theorem 5.62 in [3]. It will enable us to approximate general continuous functions on $M$ by "simple" functions (that is, polynomials).

## Theorem 1.40 (The Stone-Weierstrass Theorem)

For any compact set $M \subset \mathbb{R}$, the set $\mathcal{P}_{\mathbb{R}}$ is dense in $C_{\mathbb{R}}(M)$.

Another way of stating this result is that, if $f$ is a real-valued, continuous function on $M$, then there exists a sequence of polynomials $\left\{p_{n}\right\}$ which converge uniformly to $f$ on the set $M$. The polynomials $\left\{p_{n}\right\}$ are, of course, defined on the whole of $\mathbb{R}$, but their behaviour outside the set $M$ is irrelevant here.

General metric spaces can, in a sense, be very large and pathological. Our final definitions in this section describe a concept that will be used below to restrict the "size" of some of the spaces we encounter and avoid certain types of "bad" behaviour (see, in particular, Section 3.4).

## Definition 1.41

A set $X$ is countable if it contains either a finite number of elements or infinitely many elements and can be written in the form $X=\left\{x_{n}: n \in \mathbb{N}\right\}$; in the latter case $X$ is said to be countably infinite.

A metric space $(M, d)$ is separable if it contains a countable, dense subset. The empty set is regarded as separable.

Heuristically, a countably infinite set is the same size as the set of positive integers $\mathbb{N}$, so it can be regarded as a "small" infinite set (see [7], or any book on set theory, for a further discussion of this point). Also, the set $X=\left\{x_{n}: n \in \mathbb{N}\right\}$ in the above definition can be regarded as a sequence, in the obvious manner, and in fact we will often construct countable sets in the form of a sequence (usually by induction). Thus, in the above definition of separability, "countable subset" may be replaced by "sequence".

## Example 1.42

The space $\mathbb{R}$ is separable since the set of rational numbers is countably infinite (see $[7]$ ) and dense in $\mathbb{R}$.

A separable space is one for which all its elements can be approximated arbitrarily closely by elements of a "small" (countably infinite) set. In practice, one would also hope that the elements of this approximating set have "nicer" properties than general elements of the space. For instance, Theorem 1.40 shows that general elements of the space $C_{\mathbb{R}}(M)$ can be approximated by polynomials. Although the set $\mathcal{P}_{\mathbb{R}}$ is not countable, we will deduce from this, in Section 3.5, that the space $C_{\mathbb{R}}(M)$ is separable.

## Theorem 1.43

Suppose that $(M, d)$ is a metric space and $A \subset M$.
(a) If $A$ is compact then it is separable.
(b) If $A$ is separable and $B \subset A$ then $B$ is separable.

### 1.3 Lebesgue Integration

In Definition 1.37 we introduced the uniform metric $d$ on the space $C[a, b]$, and noted that the metric space $(C[a, b], d)$ is complete. However, there are other useful metrics on $C[a, b]$ which are defined by integrals. Let $\int_{a}^{b} f(x) d x$ denote the usual Riemann integral of a function $f \in C[a, b]$, as defined in elementary real analysis courses (see, for instance, [2]). Then, for $1 \leq p<\infty$, the function $d_{p}: C[a, b] \times C[a, b] \rightarrow \mathbb{R}$ defined by

$$
d_{p}(f, g)=\left(\int_{a}^{b}|f(x)-g(x)|^{p} d x\right)^{1 / p}
$$

is a metric on $C[a, b]$. Unfortunately, the metric space $\left(C[a, b], d_{p}\right)$ is not complete. Since complete metric spaces are much more important than incomplete ones (for instance, Baire's category theorem holds in complete metric spaces), this situation is undesirable. Heuristically, the problem is that Cauchy sequences in ( $\left.C[a, b], d_{p}\right)$ "converge" to functions which do not belong to $C[a, b]$, and may not be Riemann integrable. This is a weakness of the Riemann integral and the remedy is to replace the Riemann integral with the so-called "Lebesgue integral" (the Riemann integral also suffers from other mathematical drawbacks, which are described in Section 1.2 of [4]). The Lebesgue integral is a more powerful theory of integration which enables a wider class of functions to be integrated. A very readable summary (without proofs) of the main elements of this theory, as required for the study of functional analysis, is given in Chapter 2 of [8], while the theory (with proofs) is described in detail in [4], at a similar mathematical level to that of this book. There are of course many other more advanced books on the subject.

Here we will give a very short summary of the results that will be required in this book. For the reader who does not wish to embark on a prolonged study of the theory of Lebesgue integration it will be sufficient to accept that an integration process exists which applies to a broad class of "Lebesgue integrable" functions and has the properties described below, most of which are obvious extensions of corresponding properties of the Riemann integral (see, in particular, Theorem 1.52 and the results following this theorem). The problem of the
lack of completeness of the space $\left(C[a, b], d_{p}\right)$ (with $1 \leq p<\infty$ ) is resolved by introducing the metric space $L^{p}[a, b]$ in Definition 1.54. This space contains $C[a, b]$ and has the same metric $d_{p}$. Furthermore, Theorems 1.61 and 1.62 show that $C[a, b]$ is dense in $L^{p}[a, b]$ and that $L^{p}[a, b]$ is complete (in terms of abstract metric space theory, $L^{p}[a, b]$ is said to be the "completion" of the space $\left(C[a, b], d_{p}\right)$, but we will not use the concept of completion any further here). In addition, the spaces $\ell^{p}, 1 \leq p \leq \infty$, introduced in Example 1.57 will be very useful, but these spaces can be understood without any knowledge of Lebesgue integration.

Fundamental to the theory of Lebesgue integration is the idea of the size or "measure" of a set. For instance, for any bounded interval $I=[a, b], a \leq b$, we say that $I$ has length $\ell(I)=b-a$. To define the Lebesgue integral on $\mathbb{R}$ it is necessary to be able to assign a "length" or "measure" to a much broader class of sets than simply intervals. Unfortunately, in general it is not possible to construct a useful definition of "measure" which applies to every subset of $\mathbb{R}$ (there is a rather subtle set-theoretic point here which we will ignore, see [4] for further discussion). Because of this it is necessary to restrict attention to certain classes of subsets of $\mathbb{R}$ with useful properties. An obvious first step is to define the "measure" of a finite union of disjoint intervals to be simply the sum of their lengths. However, to define an integral which behaves well with regard to taking limits, it is also desirable to be able to deal with countable unions of sets and to be able to calculate their measure in terms of the measures of the individual sets. Furthermore, in the general theory it is just as easy to replace $\mathbb{R}$ with an abstract set $X$, and consider abstract measures on classes of subsets of $X$. These considerations inspire Definitions 1.45 and 1.44 below.

Before giving these definitions we note that many sets must clearly be regarded as having infinite measure (e.g., $\mathbb{R}$ has infinite length). To deal with this it is convenient to introduce the following extended sets of real numbers, $\overline{\mathbb{R}}=\mathbb{R} \cup\{-\infty, \infty\}$ and $\overline{\mathbb{R}}^{+}=[0, \infty) \cup\{\infty\}$. The standard algebraic operations are defined in the obvious manner (e.g., $\infty+\infty=\infty$ ), except that the products $0 . \infty, 0 .(-\infty)$ are defined to be zero, while the operations $\infty-\infty$ and $\infty / \infty$ are forbidden.

## Definition 1.44

A $\sigma$-algebra (also known as a $\sigma$-field) is a class $\Sigma$ of subsets of a set $X$ with the properties:
(a) $\varnothing, X \in \Sigma$;
(b) $S \in \Sigma \Rightarrow X \backslash S \in \Sigma$;
(c) $S_{n} \in \Sigma, n=1,2, \ldots, \Rightarrow \bigcup_{n=1}^{\infty} S_{n} \in \Sigma$.

A set $S \in \Sigma$ is said to be measurable.

## Definition 1.45

Let $X$ be a set and let $\Sigma$ be a $\sigma$-algebra of subsets of $X$. A function $\mu: \Sigma \rightarrow \overline{\mathbb{R}}^{+}$ is a measure if it has the properties:
(a) $\mu(\varnothing)=0$;
(b) $\mu$ is countably additive, that is, if $S_{j} \in \Sigma, j=1,2, \ldots$, are pairwise disjoint sets then

$$
\mu\left(\bigcup_{j=1}^{\infty} S_{j}\right)=\sum_{j=1}^{\infty} \mu\left(S_{j}\right)
$$

The triple $(X, \Sigma, \mu)$ is called a measure space.

In many applications of measure theory, sets whose measure is zero are regarded as "negligible" and it is useful to have some terminology for such sets.

## Definition 1.46

Let $(X, \Sigma, \mu)$ be a measure space. A set $S \in \Sigma$ with $\mu(S)=0$ is said to have measure zero (or is a null set). A given property $P(x)$ of points $x \in X$ is said to hold almost everywhere if the set $\{x: P(x)$ is false $\}$ has measure zero; alternatively, the property $P$ is said to hold for almost every $x \in X$. The abbreviation a.e. will denote either of these terms.

## Example 1.47 (Counting Measure)

Let $X=\mathbb{N}$, let $\Sigma_{c}$ be the class of all subsets of $\mathbb{N}$ and, for any $S \subset \mathbb{N}$, define $\mu_{c}(S)$ to be the number of elements of $S$. Then $\Sigma_{c}$ is a $\sigma$-algebra and $\mu_{c}$ is a measure on $\Sigma_{c}$. This measure is called counting measure on $\mathbb{N}$. The only set of measure zero in this measure space is the empty set.

## Example 1.48 (Lebesgue Measure)

There is a $\sigma$-algebra $\Sigma_{L}$ in $\mathbb{R}$ and a measure $\mu_{L}$ on $\Sigma_{L}$ such that any finite interval $I=[a, b] \in \Sigma_{L}$ and $\mu_{L}(I)=\ell(I)$. The sets of measure zero in this space are exactly those sets $A$ with the following property: for any $\epsilon>0$ there
exists a sequence of intervals $I_{j} \subset \mathbb{R}, j=1,2, \ldots$, such that

$$
A \subset \bigcup_{j=1}^{\infty} I_{j} \quad \text { and } \quad \sum_{j=1}^{\infty} \ell\left(I_{j}\right)<\epsilon
$$

This measure is called Lebesgue measure and the sets in $\Sigma_{L}$ are said to be Lebesgue measurable.

The above two properties of Lebesgue measure uniquely characterize this measure space. There are other measures, for instance Borel measure, which coincide with Lebesgue measure on intervals, but for which some sets with the above "covering" property are not actually measurable. This distinction is a rather technical feature of measure theory which will be unimportant here. It is discussed in more detail in [4].

For any integer $k>1$ there is a $\sigma$-algebra $\Sigma_{L}$ in $\mathbb{R}^{k}$ and Lebesgue measure $\mu_{L}$ on $\Sigma_{L}$, which extends the idea of the area of a set when $k=2$, the volume when $k=3$, and the "generalized volume" when $k \geq 4$.

Now suppose that we have a fixed measure space $(X, \Sigma, \mu)$. In the following sequence of definitions we describe the construction of the integral of appropriate functions $f: X \rightarrow \overline{\mathbb{R}}$. Proofs and further details are given in Chapter 4 of [4].

For any subset $A \subset X$ the characteristic function $\chi_{A}: X \rightarrow \mathbb{R}$ of $A$ is defined by

$$
\chi_{A}(x)= \begin{cases}1, & \text { if } x \in A \\ 0, & \text { if } x \notin A\end{cases}
$$

A function $\phi: X \rightarrow \mathbb{R}$ is simple if it has the form

$$
\phi=\sum_{j=1}^{k} \alpha_{j} \chi_{S_{j}}
$$

for some $k \in \mathbb{N}$, where $\alpha_{j} \in \mathbb{R}$ and $S_{j} \in \Sigma, j=1, \ldots, k$. If $\phi$ is non-negative and simple then the integral of $\phi$ (over $X$, with respect to $\mu$ ) is defined to be

$$
\int_{X} \phi d \mu=\sum_{j=1}^{k} \alpha_{j} \mu\left(S_{j}\right)
$$

(we allow $\mu\left(S_{j}\right)=\infty$ here, and we use the algebraic rules in $\overline{\mathbb{R}}^{+}$mentioned above to evaluate the right-hand side - since $\phi$ is non-negative we do not encounter any differences of the form $\infty-\infty$ ). The value of the integral may be $\infty$. A function $f: X \rightarrow \overline{\mathbb{R}}$ is said to be measurable if, for every $\alpha \in \mathbb{R}$,

$$
\{x \in X: f(x)>\alpha\} \in \Sigma
$$

If $f$ is measurable then the functions $|f|: X \rightarrow \overline{\mathbb{R}}$ and $f^{ \pm}: X \rightarrow \overline{\mathbb{R}}$, defined by

$$
|f|(x)=|f(x)|, \quad f^{ \pm}(x)=\max \{ \pm f(x), 0\}
$$

are measurable. If $f$ is non-negative and measurable then the integral of $f$ is defined to be

$$
\int_{X} f d \mu=\sup \left\{\int_{X} \phi d \mu: \phi \text { is simple and } 0 \leq \phi \leq f\right\}
$$

If $f$ is measurable and $\int_{X}|f| d \mu<\infty$ then $f$ is said to be integrable and the integral of $f$ is defined to be

$$
\int_{X} f d \mu=\int_{X} f^{+} d \mu-\int_{X} f^{-} d \mu
$$

(it can be shown that if $f$ is integrable then each of the terms on the right of this definition are finite, so there is no problem with a difference such as $\infty-\infty$ arising in this definition). A complex-valued function $f$ is said to be integrable if the real and imaginary parts $\Re \mathrm{e} f$ and $\Im m f$ (these functions are defined in the obvious manner) are integrable and the integral of $f$ is defined to be

$$
\int_{X} f d \mu=\int_{X} \Re \mathrm{e} f d \mu+i \int_{X} \Im \mathrm{~m} f d \mu
$$

Finally, suppose that $S \in \Sigma$ and $f$ is a real or complex-valued function on $S$. Extend $f$ to a function $\tilde{f}$ on $X$ by defining $\tilde{f}(x)=0$ for $x \notin S$. Then $f$ is said to be integrable (over $S$ ) if $\tilde{f}$ is integrable (over $X$ ), and we define

$$
\int_{S} f d \mu=\int_{X} \tilde{f} d \mu
$$

The set of $\mathbb{F}$-valued integrable functions on $X$ will be denoted by $\mathcal{L}_{\mathbb{F}}^{1}(X)$ (or $\mathcal{L}_{\mathbb{F}}^{1}(S)$ for functions on $S \in \Sigma$ ). The reason for the superscript 1 will be seen below. As we remarked when discussing the space $C(M)$, except where it is important to distinguish between the real and complex versions of a space, we will omit the subscript indicating the type, so in this instance we simply write $\mathcal{L}^{1}(X)$. Also, when $M$ is a compact interval $[a, b]$ we write $\mathcal{L}^{1}[a, b]$. Similar notational conventions will be adopted for other spaces of integrable functions below.

## Example 1.49 (Counting Measure)

Suppose that $(X, \Sigma, \mu)=\left(\mathbb{N}, \Sigma_{c}, \mu_{c}\right)$ (see Example 1.47). Any function $f: \mathbb{N} \rightarrow$ $\mathbb{F}$ can be regarded as an $\mathbb{F}$-valued sequence $\left\{a_{n}\right\}$ (with $a_{n}=f(n), n \geq 1$ ), and since all subsets of $\mathbb{N}$ are measurable, every such sequence $\left\{a_{n}\right\}$ can be regarded
as a measurable function. It follows from the above definitions that the sequence $\left\{a_{n}\right\}$ is integrable (with respect to $\mu_{c}$ ) if and only if $\sum_{n=1}^{\infty}\left|a_{n}\right|<\infty$, and then the integral of $\left\{a_{n}\right\}$ is simply the sum $\sum_{n=1}^{\infty} a_{n}$. Instead of the general notation $\mathcal{L}^{1}(\mathbb{N})$, the space of such sequences will be denoted by $\ell^{1}\left(\right.$ or $\left.\ell_{\mathbb{F}}^{1}\right)$.

## Definition 1.50 (Lebesgue integral)

Let $(X, \Sigma, \mu)=\left(\mathbb{R}^{k}, \Sigma_{L}, \mu_{L}\right)$, for some $k \geq 1$. If $f \in \mathcal{L}^{1}\left(\mathbb{R}^{k}\right)\left(\right.$ or $f \in \mathcal{L}^{1}(S)$, with $S \in \Sigma_{L}$ ) then $f$ is said to be Lebesgue integrable.

The class of Lebesgue integrable functions is much larger than the class of Riemann integrable functions. However, when both integrals are defined they agree.

## Theorem 1.51

If $I=[a, b] \subset \mathbb{R}$ is a bounded interval and $f: I \rightarrow \mathbb{R}$ is bounded and Riemann integrable on $I$, then $f$ is Lebesgue integrable on $I$, and the values of the two integrals of $f$ coincide. In particular, continuous functions on $I$ are Lebesgue integrable.

In view of Theorem 1.51 the Lebesgue integral of $f$ on $I=[a, b]$ will be denoted by

$$
\int_{I} f(x) d x \quad \text { or } \quad \int_{a}^{b} f(x) d x
$$

(that is, the same notation is used for Riemann and Lebesgue integrals). It also follows from Theorem 1.51 that, for Riemann integrable functions, Lebesgue integration gives nothing new and the well-known methods for evaluating Riemann integrals (based on the fundamental theorem of calculus) still apply.

We now list some of the basic properties of the integral.

## Theorem 1.52

Let $(X, \Sigma, \mu)$ be a measure space and let $f \in \mathcal{L}^{1}(X)$.
(a) If $f(x)=0$ a.e., then $f \in \mathcal{L}^{1}(X)$ and $\int_{X} f d \mu=0$.
(b) If $\alpha \in \mathbb{R}$ and $f, g \in \mathcal{L}^{1}(X)$ then the functions $f+g$ and $\alpha f$ (see Definition 1.5) belong to $\mathcal{L}^{1}(X)$ and

$$
\int_{I}(f+g) d \mu=\int_{X} f d \mu+\int_{X} g d \mu, \quad \int_{I} \alpha f d \mu=\alpha \int_{X} f d \mu .
$$

In particular, $\mathcal{L}^{1}(X)$ is a vector space.
(c) If $f, g \in \mathcal{L}^{1}(X)$ and $f(x) \leq g(x)$ for all $x \in X$, then $\int_{X} f d \mu \leq \int_{X} g d \mu$. If, in addition, $f(x)<g(x)$ for all $x \in S$, with $\mu(S)>0$, then $\int_{X} f d \mu<$ $\int_{X} g d \mu$.

It follows from part (a) of Theorem 1.52 that the values of $f$ on sets of measure zero do not affect the integral. In particular, bounds on $f$ which hold almost everywhere are often more appropriate than those which hold everywhere (especially since we allow measurable functions to take the value $\infty$ ).

## Definition 1.53

Suppose that $f$ is a measurable function and there exists a number $b$ such that $f(x) \leq b$ a.e. Then we can define the essential supremum of $f$ to be

$$
\text { ess } \sup f=\inf \{b: f(x) \leq b \text { a.e. }\}
$$

It is a simple (but not completely trivial) consequence of this definition that $f(x) \leq \operatorname{ess} \sup f$ a.e. The essential infimum of $f$ can be defined similarly.

A measurable function $f$ is said to be essentially bounded if there exists a number $b$ such that $|f(x)| \leq b$ a.e.

We would now like to define a metric on the space $\mathcal{L}^{1}(X)$, and an obvious candidate for this is the function

$$
d_{1}(f, g)=\int_{X}|f-g| d \mu
$$

for all $f, g \in \mathcal{L}^{1}(X)$. It follows from the properties of the integral in Theorem 1.52 that this function satisfies all the requirements for a metric except part (b) of Definition 1.17. Unfortunately, there are functions $f, g \in \mathcal{L}^{1}(X)$ with $f=g$ a.e. but $f \neq g$ (for any $f \in \mathcal{L}^{1}(X)$ we can construct such a $g$ simply by changing the values of $f$ on a set of measure zero), and so, by part (a) of Theorem 1.52, $d_{1}(f, g)=0$. Thus the function $d_{1}$ is not a metric on $\mathcal{L}^{1}(X)$. To circumvent this problem we will agree to "identify", or regard as "equivalent", any two functions $f, g$ which are a.e. equal. More precisely, we define an equivalence relation $\equiv$ on $\mathcal{L}^{1}(X)$ by

$$
f \equiv g \Longleftrightarrow f(x)=g(x) \text { for a.e. } x \in X
$$

(precise details of this construction are given in Section 5.1 of [4]). This equivalence relation partitions the set $\mathcal{L}^{1}(X)$ into a space of equivalence classes, which we will denote by $L^{1}(X)$. By defining addition and scalar multiplication appropriately on these equivalence classes the space $L^{1}(X)$ becomes a vector space, and it follows from Theorem 1.52 that $f \equiv g$ if and only if $d_{1}(f, g)=0$,
and consequently the function $d_{1}$ yields a metric on the set $L^{1}(X)$. Thus from now on we will use the space $L^{1}(X)$ rather than the space $\mathcal{L}^{1}(X)$.

Strictly speaking, when using the space $L^{1}(X)$ one should distinguish between a function $f \in \mathcal{L}^{1}(X)$ and the corresponding equivalence class in $L^{1}(X)$ consisting of all functions a.e. equal to $f$. However, this is cumbersome and, in practice, is rarely done, so we will consistently talk about the "function" $f \in L^{1}(X)$, meaning some representative of the appropriate equivalence class. We note, in particular, that if $X=I$ is an interval of positive length in $\mathbb{R}$, then an equivalence class can contain at most one continuous function on $I$ (it need not contain any), and if it does then we will always take this as the representative of the class. In particular, if $I$ is compact then continuous functions on $I$ belong to the space $L^{1}(I)$ in this sense (since they are certainly Riemann integrable on $I$ ).

We can now define some other spaces of integrable functions.

## Definition 1.54

Define the spaces

$$
\begin{aligned}
\mathcal{L}^{p}(X) & =\left\{f: f \text { is measurable and }\left(\int_{X}|f|^{p} d \mu\right)^{1 / p}<\infty\right\}, \quad 1 \leq p<\infty \\
\mathcal{L}^{\infty}(X) & =\{f: f \text { is measurable and ess sup }|f|<\infty\}
\end{aligned}
$$

We also define the corresponding sets $L^{p}(X)$ by identifying functions in $\mathcal{L}^{p}(X)$ which are a.e. equal and considering the corresponding spaces of equivalence classes (in practice, we again simply refer to representative functions of these equivalence classes rather than the classes themselves).

When $X$ is a bounded interval $[a, b] \subset \mathbb{R}$ and $1 \leq p \leq \infty$, we write $L^{p}[a, b]$.

The case $p=1$ in Definition 1.54 coincides with the previous definitions.

## Theorem 1.55 (Theorem 2.5.3 in [8])

Suppose that $f$ and $g$ are measurable functions. Then the following inequalities hold (infinite values are allowed).
Minkowski's inequality (for $1 \leq p<\infty$ ):

$$
\begin{aligned}
\left(\int_{X}|f+g|^{p} d \mu\right)^{1 / p} & \leq\left(\int_{X}|f|^{p} d \mu\right)^{1 / p}+\left(\int_{X}|g|^{p} d \mu\right)^{1 / p} \\
\quad \text { ess sup }|f+g| & \leq \text { ess sup }|f|+\text { ess sup }|g|
\end{aligned}
$$

Hölder's inequality (for $1<p<\infty$ and $p^{-1}+q^{-1}=1$ ):

$$
\begin{aligned}
& \int_{X}|f g| d \mu \leq\left(\int_{X}|f|^{p} d \mu\right)^{1 / p}\left(\int_{X}|g|^{q} d \mu\right)^{1 / q} \\
& \int_{X}|f g| d \mu \leq \mathrm{ess} \sup |f| \int_{X}|g| d \mu
\end{aligned}
$$

## Corollary 1.56

Suppose that $1 \leq p \leq \infty$.
(a) $L^{p}(X)$ is a vector space (essentially, this follows from Minkowski's inequality together with simple properties of the integral).
(b) The function

$$
d_{p}(f, g)= \begin{cases}\left(\int_{X}|f-g|^{p} d \mu\right)^{1 / p}, & 1 \leq p<\infty \\ \operatorname{ess} \sup |f-g|, & p=\infty\end{cases}
$$

is a metric on $L^{p}(X)$ (condition (b) in Definition 1.17 follows from properties (a) and (c) in Theorem 1.52, together with the construction of the spaces $L^{p}(X)$, while Minkowski's inequality shows that $d_{p}$ satisfies the triangle inequality). This metric will be called the standard metric on $L^{p}(X)$ and, unless otherwise stated, $L^{p}(X)$ will be assumed to have this metric.

## Example 1.57 (Counting Measure)

Suppose that $1 \leq p \leq \infty$. In the special case where $(X, \Sigma, \mu)=\left(\mathbb{N}, \Sigma_{c}, \mu_{c}\right)$, the space $L^{p}(\mathbb{N})$ consists of the set of sequences $\left\{a_{n}\right\}$ in $\mathbb{F}$ with the property that

$$
\begin{gathered}
\left(\sum_{n=1}^{\infty}\left|a_{n}\right|^{p}\right)^{1 / p}<\infty, \quad \text { for } 1 \leq p<\infty \\
\sup \left\{\left|a_{n}\right|: n \in \mathbb{N}\right\}<\infty, \quad \text { for } p=\infty
\end{gathered}
$$

These spaces will be denoted by $\ell^{p}$ (or $\ell_{\mathbb{F}}^{p}$ ). Note that since there are no sets of measure zero in this measure space, there is no question of taking equivalence classes here. By Corollary 1.56, the spaces $\ell^{p}$ are both vector spaces and metric spaces. The standard metric on $\ell^{p}$ is defined analogously to the above expressions in the obvious manner.

By using counting measure and letting $x$ and $y$ be sequences in $\mathbb{F}$ (or elements of $\mathbb{F}^{k}$ for some $k \in \mathbb{N}$ - in this case $x$ and $y$ can be regarded as sequences with only a finite number of non-zero elements), we can obtain the following important special case of Theorem 1.55.

## Corollary 1.58

Minkowski's inequality (for $1 \leq p<\infty$ ):

$$
\left(\sum_{j=1}^{k}\left|x_{j}+y_{j}\right|^{p}\right)^{1 / p} \leq\left(\sum_{j=1}^{k}\left|x_{j}\right|^{p}\right)^{1 / p}+\left(\sum_{j=1}^{k}\left|y_{j}\right|^{p}\right)^{1 / p}
$$

Hölder's inequality (for $1<p<\infty$ and $p^{-1}+q^{-1}=1$ ):

$$
\sum_{j=1}^{k}\left|x_{j} y_{j}\right| \leq\left(\sum_{j=1}^{k}\left|x_{j}\right|^{p}\right)^{1 / p}\left(\sum_{j=1}^{k}\left|y_{j}\right|^{q}\right)^{1 / q}
$$

Here, $k$ and the values of the sums may be $\infty$.

For future reference we specifically state the most important special case of this result, namely Hölder's inequality with $p=q=2$.

## Corollary 1.59

$$
\sum_{j=1}^{k}\left|x_{j}\right|\left|y_{j}\right| \leq\left(\sum_{j=1}^{k}\left|x_{j}\right|^{2}\right)^{1 / 2}\left(\sum_{j=1}^{k}\left|y_{j}\right|^{2}\right)^{1 / 2}
$$

Some particular elements of $\ell^{p}$ will now be defined, which will be extremely useful below.

## Definition 1.60

Let

$$
\widetilde{e}_{1}=(1,0,0, \ldots), \widetilde{e}_{2}=(0,1,0, \ldots), \ldots
$$

For any $n \in \mathbb{N}$ the sequence $\widetilde{e}_{n} \in \ell^{p}$ for all $1 \leq p \leq \infty$.

The vectors $\widetilde{e}_{n}$ in the infinite-dimensional space $\ell^{p}$, introduced in Definition 1.60, bear some resemblance to the vectors $\widehat{e}_{n}$ in the finite-dimensional space $\mathbb{F}^{k}$, introduced in Definition 1.3. However, although the collection of vectors $\left\{\widehat{e}_{1}, \ldots, \widehat{e}_{k}\right\}$ is a basis for $\mathbb{F}^{k}$, we must emphasize that at present we have no concept of a basis for infinite-dimensional vector spaces so we cannot make any analogous assertion regarding the collection $\left\{\widehat{e}_{n}: n \in \mathbb{N}\right\}$.

Finally, we can state the following two theorems. These will be crucial to much of our use of the spaces discussed in this section.

## Theorem 1.61 (Theorems 5.1, 5.5 in [4])

Suppose that $1 \leq p \leq \infty$. Then the metric space $L^{p}(X)$ is complete. In particular, the sequence space $\ell^{p}$ is complete.

## Theorem 1.62 (Theorem 2.5.6 in [8])

Suppose that $[a, b]$ is a bounded interval and $1 \leq p<\infty$. Then the set $C[a, b]$ is dense in $L^{p}[a, b]$.

As discussed at the beginning of this section, these results show that the space $L^{p}[a, b]$ is the "completion" of the metric space $\left(C[a, b], d_{p}\right)$ (see Section 3.5 of [3] for more details on the completion of a metric space - we will not use this concept further here since the above theorems will suffice for our needs). Theorem 1.62 shows that the space $L^{p}[a, b]$ is "close to" the space $\left(C[a, b], d_{p}\right)$ in the sense that if $f \in L^{p}[a, b]$, then there exists a sequence of functions $\left\{f_{n}\right\}$ in $C[a, b]$ which converges to $f$ in the $L^{p}[a, b]$ metric. This is a relatively weak type of convergence (but extremely useful). In particular, it does not imply pointwise convergence (not even for a.e. $x \in[a, b]$ ).

## Normed Spaces

### 2.1 Examples of Normed Spaces

When the vector spaces $\mathbb{R}^{2}$ and $\mathbb{R}^{3}$ are pictured in the usual way, we have the idea of the length of a vector in $\mathbb{R}^{2}$ or $\mathbb{R}^{3}$ associated with each vector. This is clearly a bonus which gives us a deeper understanding of these vector spaces. When we turn to other (possibly infinite-dimensional) vector spaces, we might hope to get more insight into these spaces if there is some way of assigning something similar to the length of a vector for each vector in the space. Accordingly we look for a set of axioms which is satisfied by the length of a vector in $\mathbb{R}^{2}$ and $\mathbb{R}^{3}$. This set of axioms will define the "norm" of a vector, and throughout this book we will mainly consider normed vector spaces. In this chapter we investigate the elementary properties of normed vector spaces.

Definition 2.1
(a) Let $X$ be a vector space over $\mathbb{F}$. A norm on $X$ is a function $\|\cdot\|: X \rightarrow \mathbb{R}$ such that for all $x, y, \in X$ and $\alpha \in \mathbb{F}$,
(i) $\|x\| \geq 0$;
(ii) $\|x\|=0$ if and only if $x=0$;
(iii) $\|\alpha x\|=|\alpha|\|x\|$;
(iv) $\|x+y\| \leq\|x\|+\|y\|$.
(b) A vector space $X$ on which there is a norm is called a normed vector space or just a normed space.
(c) If $X$ is a normed space, a unit vector in $X$ is a vector $x$ such that $\|x\|=1$.

As a motivation for looking at norms we implied that the length of a vector in $\mathbb{R}^{2}$ and $\mathbb{R}^{3}$ satisfies the axioms of a norm. This will be verified in Example 2.2, but we note at this point that property (iv) of Definition 2.1 is often called the triangle inequality since, in $\mathbb{R}^{2}$, it is simply the fact that the length of one side of a triangle is less than or equal to the sum of the lengths of the other two sides.

## Example 2.2

The function $\|\cdot\|: \mathbb{F}^{n} \rightarrow \mathbb{R}$ defined by

$$
\left\|\left(x_{1}, \ldots, x_{n}\right)\right\|=\left(\sum_{j=1}^{n}\left|x_{j}\right|^{2}\right)^{\frac{1}{2}}
$$

is a norm on $\mathbb{F}^{n}$ called the standard norm on $\mathbb{F}^{n}$.

We will not give the solution to Example 2.2 as we generalize this example in Example 2.3. As $\mathbb{F}^{n}$ is perhaps the easiest normed space to visualize, when any new properties of normed vector spaces are introduced later, it can be useful to try to see what they mean first in the space $\mathbb{F}^{n}$ even though this is finite-dimensional.

## Example 2.3

Let $X$ be a finite-dimensional vector space over $\mathbb{F}$ with basis $\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$. Any $x \in X$ can be written as $x=\sum_{j=1}^{n} \lambda_{j} e_{j}$ for unique $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n} \in \mathbb{F}$. Then the function $\|\cdot\|: X \rightarrow \mathbb{R}$ defined by

$$
\|x\|=\left(\sum_{j=1}^{n}\left|\lambda_{j}\right|^{2}\right)^{\frac{1}{2}}
$$

is a norm on $X$.

## Solution

Let $x=\sum_{j=1}^{n} \lambda_{j} e_{j}$ and $y=\sum_{j=1}^{n} \mu_{j} e_{j}$ and let $\alpha \in \mathbb{F}$. Then $\alpha x=\sum_{j=1}^{n} \alpha \lambda_{j} e_{j}$ and the following results verify that $\|\cdot\|$ is a norm.
(i) $\|x\|=\left(\sum_{j=1}^{n}\left|\lambda_{j}\right|^{2}\right)^{\frac{1}{2}} \geq 0$.
(ii) If $x=0$ then $\|x\|=0$. Conversely, if $\|x\|=0$ then $\left(\sum_{j=1}^{n}\left|\lambda_{j}\right|^{2}\right)^{\frac{1}{2}}=0$ so that $\lambda_{j}=0$ for $1 \leq j \leq n$. Hence $x=0$.
(iii) $\|\alpha x\|=\left(\sum_{j=1}^{n}\left|\alpha \lambda_{j}\right|^{2}\right)^{\frac{1}{2}}=|\alpha|\left(\sum_{j=1}^{n}\left|\lambda_{j}\right|^{2}\right)^{\frac{1}{2}}=|\alpha|\|x\|$.
(iv) By Corollary 1.59,

$$
\begin{aligned}
\|x+y\|^{2} & =\sum_{j=1}^{n}\left|\lambda_{j}+\mu_{j}\right|^{2} \\
& =\sum_{j=1}^{n}\left|\lambda_{j}\right|^{2}+\sum_{j=1}^{n} \overline{\lambda_{j}} \mu_{j}+\sum_{j=1}^{n} \overline{\mu_{j}} \lambda_{j}+\sum_{j=1}^{n}\left|\mu_{j}\right|^{2} \\
& =\sum_{j=1}^{n}\left|\lambda_{j}\right|^{2}+2 \sum_{j=1}^{n} \Re \mathrm{e}\left(\overline{\lambda_{j}} \mu_{j}\right)+\sum_{j=1}^{n}\left|\mu_{j}\right|^{2} \\
& \leq \sum_{j=1}^{n}\left|\lambda_{j}\right|^{2}+2 \sum_{j=1}^{n}\left|\lambda_{j} \| \mu_{j}\right|+\sum_{j=1}^{n}\left|\mu_{j}\right|^{2} \\
& \leq \sum_{j=1}^{n}\left|\lambda_{j}\right|^{2}+2\left(\sum_{j=1}^{n}\left|\lambda_{j}\right|^{2}\right)^{\frac{1}{2}}\left(\sum_{j=1}^{n}\left|\mu_{j}\right|^{2}\right)^{\frac{1}{2}}+\sum_{j=1}^{n}\left|\mu_{j}\right|^{2} \\
& =\|x\|^{2}+2\|x\|\|y\|+\|y\|^{2} \\
& =(\|x\|+\|y\|)^{2} .
\end{aligned}
$$

Hence $\|x+y\| \leq\|x\|+\|y\|$.
Many interesting normed vector spaces are not finite-dimensional.

## Example 2.4

Let $M$ be a compact metric space and let $C_{\mathbb{F}}(M)$ be the vector space of continuous, $\mathbb{F}$-valued functions defined on $M$. Then the function $\|\cdot\|: C_{\mathbb{F}}(M) \rightarrow \mathbb{R}$ defined by

$$
\|f\|=\sup \{|f(x)|: x \in M\}
$$

is a norm on $C_{\mathbb{F}}(M)$ called the standard norm on $C_{\mathbb{F}}(M)$.

## Solution

Let $f, g \in C_{\mathbb{F}}(M)$ and let $\alpha \in \mathbb{F}$.
(i) $\|f\|=\sup \{|f(x)|: x \in M\} \geq 0$.
(ii) If $f$ is the zero function then $f(x)=0$ for all $x \in M$ and hence $\|f\|=$ $\sup \{|f(x)|: x \in M\}=0$. Conversely, if $\|f\|=0$ then $\sup \{|f(x)|: x \in$ $M\}=0$ and so $f(x)=0$ for all $x \in M$. Hence $f$ is the zero function.
(iii) $\|\alpha f\|=\sup \{|\alpha f(x)|: x \in M\}=|\alpha| \sup \{|f(x)|: x \in M\}=|\alpha|\|f\|$.
(iv) If $y \in M$ then

$$
|(f+g)(y)| \leq|f(y)|+|g(y)| \leq\|f\|+\|g\|
$$

and so $\|f+g\|=\sup \{|(f+g)(x)|: x \in M\} \leq\|f\|+\|g\|$.
In the next example we show that some of the vector spaces of integrable functions defined in Chapter 1 have norms. We recall that if $(X, \Sigma, \mu)$ is a measure space and $1 \leq p \leq \infty$, then the space $L^{p}(X)$ was introduced in Definition 1.54.

## Example 2.5

Let $(X, \Sigma, \mu)$ be a measure space.
(a) If $1 \leq p<\infty$ then $\|f\|_{p}=\left(\int_{X}|f|^{p} d \mu\right)^{1 / p}$ is a norm on $L^{p}(X)$ called the standard norm on $L^{p}(X)$.
(b) $\|f\|_{\infty}=\operatorname{ess} \sup \{|f(x)|: x \in X\}$ is a norm on $L^{\infty}(X)$ called the standard norm on $L^{\infty}(X)$.

## Solution

(a) Let $f, g \in L^{p}(X)$ and let $\alpha \in \mathbb{F}$. Then $\|f\|_{p} \geq 0$ and $\|f\|_{p}=0$ if and only if $f=0$ a.e (which is the equivalence class of the zero function) by Theorem 1.52. Also,

$$
\|\alpha f\|_{p}=\left(\int_{X}|\alpha f|^{p} d \mu\right)^{1 / p}=|\alpha|\left(\int_{X}|f|^{p} d \mu\right)^{1 / p}=|\alpha|\|f\|_{p}
$$

and the triangle inequality follows from Theorem 1.55.
(b) Let $f, g \in L^{\infty}(X)$ and let $\alpha \in \mathbb{F}$. Then $\|f\|_{\infty} \geq 0$ and $\|f\|_{\infty}=0$ if and only if $f=0$ a.e (which is the equivalence class of the zero function). If $\alpha=0$ then $\|\alpha f\|_{\infty}=|\alpha|\|f\|_{\infty}$ so suppose that $\alpha \neq 0$. As $|\alpha f(x)| \leq|\alpha|\|f\|_{\infty}$ a.e. it follows that

$$
\|\alpha f\|_{\infty} \leq|\alpha|\|f\|_{\infty}
$$

Applying the same argument to $\alpha^{-1} f$ it follows that

$$
\|f\|_{\infty}=\left\|\alpha^{-1} \alpha f\right\|_{\infty} \leq\left|\alpha^{-1}\right|\|\alpha f\|_{\infty} \leq\left|\alpha^{-1}\|\alpha \mid\| f\left\|_{\infty}=\right\| f \|_{\infty} .\right.
$$

Therefore $\|\alpha f\|_{\infty}=|\alpha|\|f\|_{\infty}$. Finally, the triangle inequality follows from Theorem 1.55.

Specific notation was introduced in Chapter 1 for the case of counting measure on $\mathbb{N}$. Recall that $\ell^{p}$ is the vector space of all sequences $\left\{x_{n}\right\}$ in $\mathbb{F}$ such that $\sum_{n=1}^{\infty}\left|x_{n}\right|^{p}<\infty$ for $1 \leq p<\infty$ and $\ell^{\infty}$ is the vector space of all bounded sequences in $\mathbb{F}$. Therefore, if we take counting measure on $\mathbb{N}$ in Example 2.5 we deduce that $\ell^{p}$ for $1 \leq p<\infty$ and $\ell^{\infty}$ are normed spaces. For completeness we define the norms on these spaces in Example 2.6.

## Example 2.6

(a) If $1 \leq p<\infty$ then $\left\|\left\{x_{n}\right\}\right\|_{p}=\left(\sum_{n=1}^{\infty}\left|x_{n}\right|^{p}\right)^{1 / p}$ is a norm on $\ell^{p}$ called the standard norm on $\ell^{p}$.
(b) $\left\|\left\{x_{n}\right\}\right\|_{\infty}=\sup \left\{\left|x_{n}\right|: n \in \mathbb{N}\right\}$ is a norm on $\ell^{\infty}$ called the standard norm on $\ell^{\infty}$.

In future, if we write down any of the spaces in Examples 2.2, 2.4, 2.5 and 2.6 without explicitly mentioning a norm it will be assumed that the norm on the space is the standard norm.

Given one normed space it is possible to construct many more. The solution to Example 2.7 is so easy it is omitted.

## Example 2.7

Let $X$ be a vector space with a norm $\|\cdot\|$ and let $S$ be a linear subspace of $X$. Let $\|\cdot\|_{S}$ be the restriction of $\|\cdot\|$ to $S$. Then $\|\cdot\|_{S}$ is a norm on $S$.

The solution of Example 2.8 is only slightly harder than that of Example 2.7 so it is left as an exercise.

## Example 2.8

Let $X$ and $Y$ be vector spaces over $\mathbb{F}$ and let $Z=X \times Y$ be the Cartesian product of $X$ and $Y$. This is a vector space by Definition 1.4. If $\|\cdot\|_{1}$ is a norm on $X$ and $\|\cdot\|_{2}$ is a norm on $Y$ then $\|(x, y)\|=\|x\|_{1}+\|y\|_{2}$ defines a norm on $Z$.

As we see from the above examples there are many different normed spaces and this partly explains why the study of normed spaces is important. Since the norm of a vector is a generalization of the length of a vector in $\mathbb{R}^{3}$ it is perhaps not surprising that each normed space is a metric space in a very natural way.

## Lemma 2.9

Let $X$ be a vector space with norm $\|\cdot\|$. If $d: X \times X \rightarrow \mathbb{R}$ is defined by $d(x, y)=\|x-y\|$ then $(X, d)$ is a metric space.

## Proof

Let $x, y, z \in X$. Using the properties of the norm we see that:
(a) $d(x, y)=\|x-y\| \geq 0$;
(b) $d(x, y)=0 \Longleftrightarrow\|x-y\|=0 \Longleftrightarrow x-y=0 \Longleftrightarrow x=y$;
(c) $d(x, y)=\|x-y\|=\|(-1)(y-x)\|=|(-1)|\|y-x\|=\|y-x\|=d(y, x)$;
(d) $d(x, z)=\|x-z\|=\|(x-y)+(y-z)\| \leq\|(x-y)\|+\|(y-z)\|$ $=d(x, y)+d(y, z)$.
Hence $d$ satisfies the axioms for a metric.

## Notation

If $X$ is a vector space with norm $\|\cdot\|$ and $d$ is the metric defined by $d(x, y)=$ $\|x-y\|$ then $d$ is called the metric associated with $\|\cdot\|$.

Whenever we use a metric or a metric space concept, for example, convergence, continuity or completeness, in a normed space then we will always use the metric associated with the norm even if this is not explicitly stated. The metrics associated with the standard norms are already familiar.

## Example 2.10

The metrics associated with the standard norms on the following spaces are the standard metrics.
(a) $\mathbb{F}^{n}$;
(b) $C_{\mathbb{F}}(M)$ where $M$ is a compact metric space;
(c) $L^{p}(X)$ for $1 \leq p<\infty$ where $(X, \Sigma, \mu)$ is a measure space;
(d) $L^{\infty}(X)$ where $(X, \Sigma, \mu)$ is a measure space.

## Solution

(a) If $x, y \in \mathbb{F}^{n}$ then

$$
d(x, y)=\|x-y\|=\left(\sum_{j=1}^{n}\left|x_{j}-y_{j}\right|^{2}\right)^{\frac{1}{2}}
$$

and so $d$ is the standard metric on $\mathbb{F}^{n}$.
(b) If $f, g \in C_{\mathbb{F}}(M)$ then

$$
d(f, g)=\|f-g\|=\sup \{|f(x)-g(x)|: x \in M\}
$$

and so $d$ is the standard metric on $C_{\mathbb{F}}(M)$.
(c) If $f, g \in L^{p}(X)$ then

$$
d(f, g)=\|f-g\|=\left(\int_{X}|f-g|^{p} d \mu\right)^{1 / p}
$$

and so $d$ is the standard metric on $L^{p}(X)$.
(d) If $f, g \in L^{\infty}(X)$ then

$$
d(f, g)=\|f-g\|=\operatorname{ess} \sup \{|f(x)-g(x)|: x \in X\}
$$

and so $d$ is the standard metric on $L^{\infty}(X)$.

Using counting measure on $\mathbb{N}$ it follows that the metrics associated with the standard norms on the $\ell^{p}$ and $\ell^{\infty}$ are also the standard metrics on these spaces.

We conclude this section with some basic information about convergence of sequences in normed vector spaces.

## Theorem 2.11

Let $X$ be a vector space over $\mathbb{F}$ with norm $\|\cdot\|$. Let $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ be sequences in $X$ which converge to $x, y$ in $X$ respectively and let $\left\{\alpha_{n}\right\}$ be a sequence in $\mathbb{F}$ which converges to $\alpha$ in $\mathbb{F}$. Then:
(a) $|\|x\|-\|y\|| \leq\|x-y\|$;
(b) $\lim _{n \rightarrow \infty}\left\|x_{n}\right\|=\|x\|$;
(c) $\lim _{n \rightarrow \infty}\left(x_{n}+y_{n}\right)=x+y$;
(d) $\lim _{n \rightarrow \infty} \alpha_{n} x_{n}=\alpha x$.

## Proof

(a) By the triangle inequality, $\|x\|=\|(x-y)+y\| \leq\|x-y\|+\|y\|$ and so

$$
\|x\|-\|y\| \leq\|x-y\|
$$

Interchanging $x$ and $y$ we obtain $\|y\|-\|x\| \leq\|y-x\|$. However, as $\|x-y\|=$ $\|(-1)(y-x)\|=\|y-x\|$ we have

$$
-\|x-y\| \leq\|x\|-\|y\| \leq\|x-y\|
$$

Hence $\mid\|x\|-\|y\|\|\leq\| x-y \|$.
(b) Since $\lim _{n \rightarrow \infty} x_{n}=x$ and $\left|\|x\|-\left\|x_{n}\right\|\right| \leq\left\|x-x_{n}\right\|$ for all $n \in \mathbb{N}$, it follows that $\lim _{n \rightarrow \infty}\left\|x_{n}\right\|=\|x\|$.
(c) Since $\lim _{n \rightarrow \infty} x_{n}=x, \lim _{n \rightarrow \infty} y_{n}=y$ and

$$
\left\|\left(x_{n}+y_{n}\right)-(x+y)\right\|=\left\|\left(x_{n}-x\right)+\left(y_{n}-y\right)\right\| \leq\left\|x_{n}-x\right\|+\left\|y_{n}-y\right\|
$$

for all $n \in \mathbb{N}$, it follows that $\lim _{n \rightarrow \infty}\left(x_{n}+y_{n}\right)=x+y$.
(d) Since $\left\{\alpha_{n}\right\}$ is convergent it is bounded, so there exists $K>0$ such that $\left|\alpha_{n}\right| \leq K$ for all $n \in \mathbb{N}$. Also,

$$
\begin{aligned}
\left\|\alpha_{n} x_{n}-\alpha x\right\| & =\left\|\alpha_{n}\left(x_{n}-x\right)+\left(\alpha_{n}-\alpha\right) x\right\| \\
& \leq\left|\alpha_{n}\right|\left\|x_{n}-x\right\|+\left|\alpha_{n}-\alpha\right|\|x\| \\
& \leq K\left\|x_{n}-x\right\|+\left|\alpha_{n}-\alpha\right|\|x\|
\end{aligned}
$$

for all $n \in \mathbb{N}$. Hence $\lim _{n \rightarrow \infty} \alpha_{n} x_{n}=\alpha x$.
A different way of stating the results in Theorem 2.11 parts (b), (c) and (d) is that the norm, addition and scalar multiplication are continuous functions, as can be seen using the sequential characterization of continuity.

## EXERCISES

2.1 Give the solution of Example 2.8.
2.2 Let $S$ be any non-empty set and let $X$ be a normed space over $\mathbb{F}$. Let $F_{b}(S, X)$ be the linear subspace of $F(S, X)$ of all functions $f: S \rightarrow X$ such that $\{\|f(s)\|: s \in S\}$ is bounded. Show that $F_{b}(S, X)$ has a norm defined by

$$
\|f\|_{b}=\sup \{\|f(s)\|: s \in S\}
$$

2.3 For each $n \in \mathbb{N}$ let $f_{n}:[0,1] \rightarrow \mathbb{R}$ be defined by $f_{n}(x)=x^{n}$. Find the norm of $f_{n}$ in the following cases:
(a) in the normed space $C_{\mathbb{R}}([0,1])$;
(b) in the normed space $L^{1}[0,1]$.
2.4 Let $X$ be a normed linear space. If $x \in X \backslash\{0\}$ and $r>0$, find $\alpha \in \mathbb{R}$ such that $\|\alpha x\|=r$.
2.5 Let $X$ be a vector space with norm $\|\cdot\|_{1}$ and let $Y$ be a vector space with norm $\|\cdot\|_{2}$. Let $Z=X \times Y$ have norm given in Example 2.8. Let $\left\{\left(x_{n}, y_{n}\right)\right\}$ be a sequence in $Z$.
(a) Show that $\left\{\left(x_{n}, y_{n}\right)\right\}$ converges to $(x, y)$ in $Z$ if and only if $\left\{x_{n}\right\}$ converges to $x$ in $X$ and $\left\{y_{n}\right\}$ converges in $y$ in $Y$.
(b) Show that $\left\{\left(x_{n}, y_{n}\right)\right\}$ is Cauchy in $Z$ if and only if $\left\{x_{n}\right\}$ is Cauchy in $X$ and $\left\{y_{n}\right\}$ is Cauchy in $Y$.

### 2.2 Finite-dimensional Normed Spaces

The simplest vector spaces to study are the finite-dimensional ones, so a natural place to start our study of normed spaces is with finite-dimensional normed spaces. We have already seen in Example 2.3 that each finite-dimensional space has a norm, but this norm depends on the choice of basis. This suggests that there can be many different norms on each finite-dimensional space. Even in $\mathbb{R}^{2}$ we have already seen that there are at least two norms:
(a) the standard norm defined in Example 2.2;
(b) the norm $\|(x, y)\|=|x|+|y|$, defined in Example 2.8.

To show how different these two norms are it is instructive to sketch the set $\left\{(x, y) \in \mathbb{R}^{2}:\|(x, y)\|=1\right\}$ for each norm, which will be done in Exercise 2.7. However, even when we have two norms on a vector space, if these norms are not too dissimilar, it is possible that the metric space properties of the space could be the same for both norms. A more precise statement of what is meant by being "not too dissimilar" is given in Definition 2.12.

Definition 2.12
Let $X$ be a vector space and let $\|\cdot\|_{1}$ and $\|\cdot\|_{2}$ be two norms on $X$. The norm $\|\cdot\|_{2}$ is equivalent to the norm $\|\cdot\|_{1}$ if there exists $M, m>0$ such that for all $x \in X$

$$
m\|x\|_{1} \leq\|x\|_{2} \leq M\|x\|_{1} .
$$

In view of the terminology used, it should not be a surprise that this defines an equivalence relation on the set of all norms on $X$, as we now show.

## Lemma 2.13

Let $X$ be a vector space and let $\|\cdot\|_{1},\|\cdot\|_{2}$ and $\|\cdot\|_{3}$ be three norms on $X$. Let $\|\cdot\|_{2}$ be equivalent to $\|\cdot\|_{1}$ and let $\|\cdot\|_{3}$ be equivalent to $\|\cdot\|_{2}$.
(a) $\|\cdot\|_{1}$ is equivalent to $\|\cdot\|_{2}$.
(b) $\|\cdot\|_{3}$ is equivalent to $\|\cdot\|_{1}$.

## Proof

By the hypothesis, there exists $M, m>0$ such that $m\|x\|_{1} \leq\|x\|_{2} \leq M\|x\|_{1}$ for all $x \in X$ and there exists $K, k>0$ such that $k\|x\|_{2} \leq\|x\|_{3} \leq K\|x\|_{2}$ for all $x \in X$. Hence:
(a) $\frac{1}{M}\|x\|_{2} \leq\|x\|_{1} \leq \frac{1}{m}\|x\|_{2}$ for all $x \in X$ and so $\|\cdot\|_{1}$ is equivalent to $\|\cdot\|_{2}$;
(b) $k m\|x\|_{1} \leq\|x\|_{3} \leq K M\|x\|_{1}$ for all $x \in X$ and so $\|\cdot\|_{3}$ is equivalent to $\|\cdot\|_{1}$.

We now show that in a vector space with two equivalent norms the metric space properties are the same for both norms.

## Lemma 2.14

Let $X$ be a vector space and let $\|\cdot\|$ and $\|\cdot\|_{1}$ be norms on $X$. Let $d$ and $d_{1}$ be the metrics defined by $d(x, y)=\|x-y\|$ and $d_{1}(x, y)=\|x-y\|_{1}$. Suppose that there exists $K>0$ such that $\|x\| \leq K\|x\|_{1}$ for all $x \in X$. Let $\left\{x_{n}\right\}$ be a sequence in $X$.
(a) If $\left\{x_{n}\right\}$ converges to $x$ in the metric space $\left(X, d_{1}\right)$ then $\left\{x_{n}\right\}$ converges to $x$ in the metric space $(X, d)$.
(b) If $\left\{x_{n}\right\}$ is Cauchy in the metric space $\left(X, d_{1}\right)$ then $\left\{x_{n}\right\}$ is Cauchy in the metric space $(X, d)$.

## Proof

(a) Let $\epsilon>0$. There exists $N \in \mathbb{N}$ such that $\left\|x_{n}-x\right\|_{1}<\frac{\epsilon}{K}$ when $n \geq \mathcal{N}$. Hence, when $n \geq \mathcal{N}$,

$$
\left\|x_{n}-x\right\| \leq K\left\|x_{n}-x\right\|_{1}<\epsilon
$$

Therefore $\left\{x_{n}\right\}$ converges to $x$ in the metric space $(X, d)$.
(b) As this proof is similar to part (a), it is left as an exercise.

## Corollary 2.15

Let $X$ be a vector space and let $\|\cdot\|$ and $\|\cdot\|_{1}$ be equivalent norms on $X$. Let $d$ and $d_{1}$ be the metrics defined by $d(x, y)=\|x-y\|$ and $d_{1}(x, y)=\|x-y\|_{1}$. Let $\left\{x_{n}\right\}$ be a sequence in $X$.
(a) $\left\{x_{n}\right\}$ converges to $x$ in the metric space $(X, d)$ if and only if $\left\{x_{n}\right\}$ converges to $x$ in the metric space $\left(X, d_{1}\right)$.
(b) $\left\{x_{n}\right\}$ is Cauchy in the metric space $(X, d)$ if and only if $\left\{x_{n}\right\}$ is Cauchy in the metric space $\left(X, d_{1}\right)$.
(c) $(X, d)$ is complete if and only if ( $\left.X, d_{1}\right)$ is complete.

## Proof

As $\|\cdot\|$ and $\|\cdot\|_{1}$ are equivalent norms on $X$ there exists $M, m>0$ such that $m\|x\| \leq\|x\|_{1} \leq M\|x\|$ for all $x \in X$.
(a) As $\|x\|_{1} \leq M\|x\|$ for all $x \in X$, if $\left\{x_{n}\right\}$ converges to $x$ in the metric space $(X, d)$, then $\left\{x_{n}\right\}$ converges to $x$ in the metric space $\left(X, d_{1}\right)$ by Lemma 2.14. Conversely, as $\|x\| \leq \frac{1}{m}\|x\|_{1}$ for all $x \in X$, if $\left\{x_{n}\right\}$ converges to $x$ in the metric space $\left(X, d_{1}\right)$, then $\left\{x_{n}\right\}$ converges to $x$ in the metric space $(X, d)$ by Lemma 2.14.
(b) As in Lemma 2.14, this proof is similar to part (a) so is again left as an exercise.
(c) Suppose that $(X, d)$ is complete and let $\left\{x_{n}\right\}$ be a Cauchy sequence in the metric space $\left(X, d_{1}\right)$. Then $\left\{x_{n}\right\}$ is Cauchy in the metric space $(X, d)$ by part (b) and hence $\left\{x_{n}\right\}$ converges to some point $x$ in the metric space $(X, d)$, since $(X, d)$ is complete. Thus $\left\{x_{n}\right\}$ converges to $x$ in the metric space $\left(X, d_{1}\right)$ by part (a) and so $\left(X, d_{1}\right)$ is complete. The converse is true by symmetry.

If $X$ is a vector space with two equivalent norms $\|\cdot\|$ and $\|\cdot\|_{1}$ and $x \in X$ it is likely that $\|x\| \neq\|x\|_{1}$. However, by Corollary 2.15 , as far as many metric space properties are concerned it does not matter whether we consider one norm or the other. This is important as sometimes one of the norms is easier to work with than the other.

If $X$ is a finite-dimensional space then we know from Example 2.3 that $X$ has at least one norm. We now show that any other norm on $X$ is equivalent to this norm, and hence derive many metric space properties of finite-dimensional normed vector spaces.

## Theorem 2.16

Let $X$ be a finite-dimensional vector space with norm $\|\cdot\|$ and let $\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$ be a basis for $X$. Another norm on $X$ was defined in Example 2.3 by

$$
\begin{equation*}
\left\|\sum_{j=1}^{n} \lambda_{j} e_{j}\right\|_{1}=\left(\sum_{j=1}^{n}\left|\lambda_{j}\right|^{2}\right)^{\frac{1}{2}} \tag{2.1}
\end{equation*}
$$

The norms $\|\cdot\|$ and $\|\cdot\|_{1}$ are equivalent.

## Proof

Let $M=\left(\sum_{j=1}^{n}\left\|e_{j}\right\|^{2}\right)^{\frac{1}{2}}$. Then $M>0$ as $\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$ is a basis for $X$. Also

$$
\begin{aligned}
\left\|\sum_{j=1}^{n} \lambda_{j} e_{j}\right\| & \leq \sum_{j=1}^{n}\left\|\lambda_{j} e_{j}\right\| \\
& =\sum_{j=1}^{n}\left|\lambda_{j}\right|\left\|e_{j}\right\| \\
& \leq\left(\sum_{j=1}^{n}\left|\lambda_{j}\right|^{2}\right)^{\frac{1}{2}}\left(\sum_{j=1}^{n}\left\|e_{j}\right\|^{2}\right)^{\frac{1}{2}} \\
& =M\left\|\sum_{j=1}^{n} \lambda_{j} e_{j}\right\|_{1} .
\end{aligned}
$$

Now let $f: \mathbb{F}^{n} \rightarrow \mathbb{F}$ be defined by

$$
f\left(\lambda_{1}, \ldots, \lambda_{n}\right)=\left\|\sum_{j=1}^{n} \lambda_{j} e_{j}\right\|
$$

The function $f$ is continuous with respect to the standard metric on $\mathbb{F}^{n}$ by Theorem 2.11. Now if

$$
S=\left\{\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right) \in \mathbb{F}^{n}: \sum_{j=1}^{n}\left|\lambda_{j}\right|^{2}=1\right\}
$$

then $S$ is compact, so there exists $\left(\mu_{1}, \mu_{2}, \ldots, \mu_{n}\right) \in S$ such that $m=$ $f\left(\mu_{1}, \mu_{2}, \ldots, \mu_{n}\right) \leq f\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$ for all $\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right) \in S$.

If $m=0$ then $\left\|\sum_{j=1}^{n} \mu_{j} e_{j}\right\|=0$ so $\sum_{j=1}^{n} \mu_{j} e_{j}=0$ which contradicts the fact that $\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$ is a basis for $X$. Hence $m>0$. Moreover, by the definition of $\|\cdot\|_{1}$, if $\|x\|_{1}=1$ then $\|x\| \geq m$. Therefore, if $y \in X \backslash\{0\}$, since $\left\|\frac{y}{\|y\|_{1}}\right\|_{1}=1$, we must have $\left\|\frac{y}{\|y\|_{1}}\right\| \geq m$ and so
$\|y\| \geq m\|y\|_{1}$.
As $\|y\| \geq m\|y\|_{1}$ when $y=0$ it follows that $\|\cdot\|$ and $\|\cdot\|_{1}$ are equivalent.

## Corollary 2.17

If $\|\cdot\|$ and $\|\cdot\|_{2}$ are any two norms on a finite-dimensional vector space $X$ then they are equivalent.

## Proof

Let $\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$ be a basis for $X$ and let $\|\cdot\|_{1}$ be the norm on $X$ defined by (2.1). Then both $\|\cdot\|$ and $\|\cdot\|_{2}$ are equivalent to $\|\cdot\|_{1}$, by Theorem 2.16 and so $\|\cdot\|_{2}$ is equivalent to $\|\cdot\|$, by Lemma 2.13.

Now that we have shown that all norms on a finite-dimensional space are equivalent we can obtain the metric space properties of the metric associated with any norm simply by considering one particular norm.

## Lemma 2.18

Let $X$ be a finite-dimensional vector space over $\mathbb{F}$ and let $\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$ be a basis for $X$. If $\|\cdot\|_{1}: X \rightarrow \mathbb{R}$ is the norm on $X$ defined by (2.1) then $X$ is a complete metric space.

## Proof

Let $\left\{x_{m}\right\}$ be a Cauchy sequence in $X$ and let $\epsilon>0$. Each element of the sequence can be written as $x_{m}=\sum_{j=1}^{n} \lambda_{j, m} e_{j}$ for some $\lambda_{j, m} \in \mathbb{F}$. As $\left\{x_{m}\right\}$ is Cauchy there exists $N \in \mathbb{N}$ such that when $k, m \geq N$,

$$
\sum_{j=1}^{n}\left|\lambda_{j, k}-\lambda_{j, m}\right|^{2}=\left\|x_{k}-x_{m}\right\|_{1}^{2} \leq \epsilon^{2}
$$

Hence $\left|\lambda_{j, k}-\lambda_{j, m}\right|^{2} \leq \epsilon^{2}$ for $k, m \geq N$ and $1 \leq j \leq n$. Thus $\left\{\lambda_{j, m}\right\}$ is a Cauchy sequence in $\mathbb{F}$ for $1 \leq j \leq n$ and since $\mathbb{F}$ is complete there exists $\lambda_{j} \in \mathbb{F}$ such that $\lim _{m \rightarrow \infty} \lambda_{j, m}=\lambda_{j}$. Therefore there exists $N_{j} \in \mathbb{N}$ such that when $m \geq N_{j}$

$$
\left|\lambda_{j, m}-\lambda_{j}\right|^{2} \leq \frac{\epsilon^{2}}{n}
$$

Let $N_{0}=\max \left(N_{1}, N_{2}, \ldots N_{n}\right)$ and let $x=\sum_{j=1}^{n} \lambda_{j} e_{j}$. Then when $m \geq N_{0}$,

$$
\left\|x_{m}-x\right\|_{1}^{2}=\sum_{j=1}^{n}\left|\lambda_{j, m}-\lambda_{j}\right|^{2} \leq \sum_{j=1}^{n} \frac{\epsilon^{2}}{n}=\epsilon^{2}
$$

Hence $\left\{x_{m}\right\}$ converges to $x$ so $X$ is complete.

## Corollary 2.19

If $\|\cdot\|$ is any norm on a finite-dimensional space $X$ then $X$ is a complete metric space.

Proof
Let $\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$ be a basis for $X$ and let $\|\cdot\|_{1}: X \rightarrow \mathbb{R}$ be a second norm on $X$ defined by (2.1). The norms $\|\cdot\|$ and $\|\cdot\|_{1}$ are equivalent by Corollary 2.17 and $X$ with norm $\|\cdot\|_{1}$ is complete by Lemma 2.18 . Hence $X$ with norm $\|\cdot\|$ is also complete by Corollary 2.15 .

## Corollary 2.20

If $Y$ is a finite-dimensional subspace of a normed vector space $X$, then $Y$ is closed.

Proof
The space $Y$ is itself a normed vector space and so it is a complete metric space by Corollary 2.19. Hence $Y$ is closed since any complete subset of a metric space $X$ is closed.

These results show that the metric space properties of all finite-dimensional normed spaces are similar to those of $\mathbb{F}^{n}$. However, each norm on a finitedimensional space will give different normed space properties. At the start of this section we gave a geometrical example to illustrate this. A different example of this is the difficulty in getting a good estimate of the smallest possible range we can take for $[m, M$ ] in Corollary 2.17.

## EXERCISES

2.6 Let $\mathcal{P}$ be the (infinite dimensional) vector space of polynomials defined on $[0,1]$. Since $\mathcal{P}$ is a linear subspace of $C_{\mathbb{F}}([0,1])$ it has a norm $\|p\|_{1}=\sup \{|p(x)|: x \in[0,1]\}$, and since $\mathcal{P}$ is a linear subspace of $L^{1}[0,1]$ it has another norm $\|p\|_{2}=\int_{0}^{1}|p(x)| d x$. Show that $\|\cdot\|_{1}$ and $\|\cdot\|_{2}$ are not equivalent on $\mathcal{P}$.
2.7 Sketch the set $\left\{(x, y) \in \mathbb{R}^{2}:\|(x, y)\|=1\right\}$ when:
(a) $\|\cdot\|$ is the standard norm on $\mathbb{R}^{2}$ given in Example 2.2;
(b) $\|(x, y)\|=|x|+|y|$.
2.8 Prove Lemma 2.14(b).
2.9 Prove Corollary 2.15(b).

### 2.3 Banach Spaces

When we turn to an infinite-dimensional vector space $X$ we saw in Exercise 2.6, for example, that there may be two norms on $X$ which are not equivalent. Therefore many of the methods used in the previous section do not extend to infinite-dimensional vector spaces and so we might expect that many of these results are no longer true. For example, every finite-dimensional linear subspace of a normed vector space is closed, by Corollary 2.20. This is not true for all infinite-dimensional linear subspaces of normed spaces as we now see.

## Example 2.21

Let

$$
S=\left\{\left\{x_{n}\right\} \in \ell^{\infty}: \text { there exists } N \in \mathbb{N} \text { such that } x_{n}=0 \text { for } n \geq N\right\}
$$

so that $S$ is the linear subspace of $\ell^{\infty}$ consisting of sequences having only finitely many non-zero terms. Then $S$ is not closed.

## Solution

If $x=\left(1, \frac{1}{2}, \frac{1}{3}, \ldots\right)$ then $x \in \ell^{\infty} \backslash S$. Let $x_{n}=\left(1, \frac{1}{2}, \frac{1}{3}, \ldots, \frac{1}{n}, 0,0, \ldots\right)$. Then $x_{n} \in S$ and

$$
\left\|x-x_{n}\right\|=\left\|\left(0,0, \ldots, 0, \frac{1}{n+1}, \frac{1}{n+2}, \ldots\right)\right\|=\frac{1}{n+1} .
$$

Hence $\lim _{n \rightarrow \infty}\left\|x-x_{n}\right\|=0$ and so $\lim _{n \rightarrow \infty} x_{n}=x$. Therefore $x \in \bar{S} \backslash S$ and thus $S$ is not closed.

We will see below that closed linear subspaces are more important than linear subspaces which are not closed. Thus, if a given linear subspace $S$ is not closed it will often be advantageous to consider its closure $\bar{S}$ instead (recall that for any subset $A$ of a metric space, $A \subset \bar{A}$ and $A=\bar{A}$ if and only if $A$ is closed). However, we must first show that the closure of a linear subspace of a normed vector space is also a linear subspace.

## Lemma 2.22

If $X$ is a normed vector space and $S$ is a linear subspace of $X$ then $\bar{S}$ is a linear subspace of $X$.

## Proof

We use the subspace test. Let $x, y \in \bar{S}$ and let $\alpha \in \mathbb{F}$. Since $x, y \in \bar{S}$ there are sequences $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ in $S$ such that

$$
x=\lim _{n \rightarrow \infty} x_{n}, \quad y=\lim _{n \rightarrow \infty} y_{n} .
$$

Since $S$ is a linear subspace $x_{n}+y_{n} \in S$ for all $n \in \mathbb{N}$, so

$$
x+y=\lim _{n \rightarrow \infty}\left(x_{n}+y_{n}\right) \in \bar{S} .
$$

Similarly $\alpha x_{n} \in S$ for all $n \in \mathbb{N}$, so

$$
\alpha x=\lim _{n \rightarrow \infty} \alpha x_{n} \in \bar{S} .
$$

Hence $\bar{S}$ is a linear subspace.

Suppose that $X$ is a normed vector space and let $E$ be any non-empty subset of $X$. We recall from Definition 1.3 that the span of $E$ is the set of all linear combinations of elements of $E$ or equivalently the intersection of all linear subspaces containing $E$. Since $X$ is a closed linear subspace of $X$ containing $E$ we can form a similar intersection with closed linear subspaces.

## Definition 2.23

Let $X$ be a normed vector space and let $E$ be any non-empty subset of $X$. The closed linear span of $E$, denoted by $\overline{\mathrm{Sp}} E$, is the intersection of all the closed linear subspaces of $X$ which contain $E$.

The notation used for the closed linear span of $E$ suggests that there is a link between $\overline{\mathrm{Sp}} E$ and $\mathrm{Sp} E$. This link is clarified in Lemma 2.24.

## Lemma 2.24

Let $X$ be a normed space and let $E$ be any non-empty subset of $X$.
(a) $\overline{\mathrm{Sp}} E$ is a closed linear subspace of $X$ which contains $E$.
(b) $\overline{\mathrm{Sp}} E=\overline{\mathrm{Sp} E}$, that is, $\overline{\mathrm{Sp}} E$ is the closure of $\operatorname{Sp} E$.

## Proof

(a) As the intersection of any family of closed sets is closed, $\overline{\mathrm{Sp}} E$ is closed, and as the intersection of any family of linear subspaces is a linear subspace $\overline{\mathrm{Sp}} E$ is a linear subspace. Hence $\overline{\mathrm{Sp}} E$ is a closed linear subspace of $X$ which contains $E$.
(b) Since $\overline{\mathrm{Sp} E}$ is a closed linear subspace containing $E$, we have $\overline{\mathrm{Sp}} E \subseteq \overline{\mathrm{Sp} E}$. On the other hand, $\overline{\operatorname{Sp}} E$ is a linear subspace of $X$ containing $E$, so $\operatorname{Sp} E \subseteq$ $\overline{\mathrm{Sp}} E$. Since $\overline{\mathrm{Sp}} E$ is closed, $\overline{\mathrm{Sp} E} \subseteq \overline{\mathrm{Sp}} E$. Therefore $\overline{\mathrm{Sp} E}=\overline{\mathrm{Sp}} E$.

The usual way to find $\overline{\operatorname{Sp}} E$ is to find $\operatorname{Sp} E$, then $\overline{\operatorname{Sp} E}$ and then use Lemma 2.24.

The importance of closed linear subspaces is illustrated in Theorem 2.25. If the word "closed" is omitted from the statement of this theorem the result need not be true.

## Theorem 2.25 (Riesz' Lemma)

Suppose that $X$ is a normed vector space, $Y$ is a closed linear subspace of $X$ such that $Y \neq X$ and $\alpha$ is a real number such that $0<\alpha<1$. Then there exists $x_{\alpha} \in X$ such that $\left\|x_{\alpha}\right\|=1$ and $\left\|x_{\alpha}-y\right\|>\alpha$ for all $y \in Y$.

## Proof

As $Y \neq X$ there is a point $x \in X \backslash Y$. Also, since $Y$ is a closed set,

$$
d=\inf \{\|x-z\|: z \in Y\}>0,
$$

by part (d) of Theorem 1.25. Thus $d<d \alpha^{-1}$ since $0<\alpha<1$, so that there exists $z \in Y$ such that $\|x-z\|<d \alpha^{-1}$. Let $x_{\alpha}=\frac{x-z}{\|x-z\|}$. Then $\left\|x_{\alpha}\right\|=1$ and for any $y \in Y$,

$$
\begin{aligned}
\left\|x_{\alpha}-y\right\| & =\left\|\frac{x-z}{\|x-z\|}-y\right\| \\
& =\left\|\frac{x}{\|x-z\|}-\frac{z}{\|x-z\|}-\frac{\|x-z\| y}{\|x-z\|}\right\| \\
& =\frac{1}{\|x-z\|}\|x-(z+\|x-z\| y)\| \\
& >\left(\alpha d^{-1}\right) d \\
& =\alpha
\end{aligned}
$$

as $z+\|x-z\| y \in Y$, since $Y$ is a linear subspace.

## Theorem 2.26

If $X$ is an infinite-dimensional normed vector space then neither $D=\{x \in X$ : $\|x\| \leq 1\}$ nor $K=\{x \in X:\|x\|=1\}$ is compact.

## Proof

Let $x_{1} \in K$. Then, as X is not finite-dimensional, $\operatorname{Sp}\left\{x_{1}\right\} \neq X$ and as $\operatorname{Sp}\left\{x_{1}\right\}$ is finite-dimensional, $\operatorname{Sp}\left\{x_{1}\right\}$ is closed by Corollary 2.20. Hence, by Riesz' lemma, there exists $x_{2} \in K$ such that

$$
\left\|x_{2}-\alpha x_{1}\right\| \geq \frac{3}{4}
$$

for all $\alpha \in \mathbb{F}$. Similarly $\operatorname{Sp}\left\{x_{1}, x_{2}\right\} \neq X$ and as $\operatorname{Sp}\left\{x_{1}, x_{2}\right\}$ is finite-dimensional $\operatorname{Sp}\left\{x_{1}, x_{2}\right\}$ is closed. Hence, by Riesz' lemma, there exists $x_{3} \in K$ such that

$$
\left\|x_{3}-\alpha x_{1}-\beta x_{2}\right\| \geq \frac{3}{4}
$$

for all $\alpha, \beta \in \mathbb{F}$.
Continuing this way we obtain a sequence $\left\{x_{n}\right\}$ in $K$ such that $\left\|x_{n}-x_{m}\right\| \geq$ $3 / 4$ when $n \neq m$. This cannot have a convergent subsequence, so neither $D$ nor $K$ is compact.

Compactness can be a very useful metric space property as we saw for example in the proof of Theorem 2.16. We recall that in any finite-dimensional normed space any closed bounded set is compact, but unfortunately there are not as many compact sets in infinite-dimensional normed spaces as there are in finite-dimensional spaces by Theorem 2.26. This is a major difference between the metric space structure of finite-dimensional and infinite-dimensional normed spaces. Therefore the deeper results in normed spaces will likely only occur in those spaces which are complete.

## Definition 2.27

A Banach space is a normed vector space which is complete under the metric associated with the norm.

Fortunately, many of our examples of normed vector spaces are Banach spaces. It is convenient to list all of these together in one theorem even though many of the details have been given previously.

## Theorem 2.28

(a) Any finite-dimensional normed vector space is a Banach space.
(b) If $X$ is a compact metric space then $C_{\mathbb{F}}(X)$ is a Banach space.
(c) If $(X, \Sigma, \mu)$ is a measure space then $L^{p}(X)$ is a Banach space for $1 \leq p \leq \infty$.
(d) $\ell^{p}$ is a Banach space for $1 \leq p \leq \infty$.
(e) If $X$ is a Banach space and $Y$ is a linear subspace of $X$ then $Y$ is a Banach space if and only if $Y$ is closed in $X$.

## Proof

(a) This is given in Corollary 2.19.
(b) This is given in Theorem 1.39.
(c) This is given in Theorem 1.61.
(d) This is a special case of part (c) by taking counting measure on $\mathbb{N}$.
(e) $Y$ is a normed linear subspace from Example 2.7 and $Y$ is a Banach space if and only if it is complete. However, a subset of a complete metric space is complete if and only if it is closed by Theorem 1.35. Hence $Y$ is a Banach space if and only if $Y$ is closed in $X$.

To give a small demonstration of the importance that completeness will play in the rest of this book, we conclude this chapter with an analogue of the absolute convergence test for series which is valid for Banach spaces. To state this, we first need the definition of convergence of a series in a normed space.

## Definition 2.29

Let $X$ be a normed space and let $\left\{x_{k}\right\}$ be a sequence in $X$. For each positive integer $n$ let $s_{n}=\sum_{k=1}^{n} x_{k}$ be the $n$th partial sum of the sequence. The series $\sum_{k=1}^{\infty} x_{k}$ is said to converge if $\lim _{n \rightarrow \infty} s_{n}$ exists in $X$ and, if so, we define

$$
\sum_{k=1}^{\infty} x_{k}=\lim _{n \rightarrow \infty} s_{n}
$$

## Theorem 2.30

Let $X$ be a Banach space and let $\left\{x_{n}\right\}$ be a sequence in $X$. If the series $\sum_{k=1}^{\infty}\left\|x_{k}\right\|$ converges then the series $\sum_{k=1}^{\infty} x_{k}$ converges.

## Proof

Let $\epsilon>0$ and let $s_{n}=\sum_{k=1}^{n} x_{k}$ be the $n$th partial sum of the sequence. As $\sum_{k=1}^{\infty}\left\|x_{k}\right\|$ converges the partial sums of $\sum_{k=1}^{\infty}\left\|x_{k}\right\|$ form a Cauchy sequence so there exists $N \in \mathbb{N}$ such that $\sum_{k=n+1}^{m}\left\|x_{k}\right\|<\epsilon$ when $m>n \geq N$. Therefore, by the triangle inequality, when $m>n \geq N$

$$
\left\|s_{m}-s_{n}\right\| \leq \sum_{k=n+1}^{m}\left\|x_{k}\right\|<\epsilon
$$

Hence $\left\{s_{n}\right\}$ is a Cauchy sequence and so converges as $X$ is complete. Thus $\sum_{k=1}^{\infty} x_{k}$ converges.

## EXERCISES

2.10 If

$$
S=\left\{\left\{x_{n}\right\} \in \ell^{2}: \exists N \in \mathbb{N} \text { such that } x_{n}=0 \text { for } n \geq N\right\}
$$

so that $S$ is a linear subspace of $\ell^{2}$ consisting of sequences having only finitely many non-zero terms, show that $S$ is not closed.
2.11 Let $X$ be a normed space, let $x \in X \backslash\{0\}$ and let $Y$ be a linear subspace of $X$.
(a) If there is $\eta>0$ such that $\{y \in X:\|y\|<\eta\} \subseteq Y$, show that $\frac{\eta x}{2\|x\|} \in Y$.
(b) If $Y$ is open, show that $Y=X$.
2.12 Let $X$ be a normed linear space and, for any $x \in X$ and $r>0$, let $T=\{y \in X:\|y-x\| \leq r\}$ and $S=\{y \in X:\|y-x\|<r\}$.
(a) Show that $T$ is closed.
(b) If $z \in T$ and $z_{n}=\left(r-n^{-1}\right) z$, for $n \in \mathbb{N}$, show that $\lim _{n \rightarrow \infty} z_{n}=z$ and hence show that $\bar{S}=T$.
2.13 Let $X$ be a Banach space with norm $\|\cdot\|_{1}$ and let $Y$ be a Banach space with norm $\|\cdot\|_{2}$. If $Z=X \times Y$ with the norm given in Example 2.8, show that $Z$ is a Banach space.
2.14 Let $S$ be any non-empty set, let $X$ be a Banach space over $\mathbb{F}$ and let $F_{b}(S, X)$ be the vector space given in Exercise 2.2 with the norm $\|f\|_{b}=\sup \{\|f(s)\|: s \in S\}$. Show that $F_{b}(S, X)$ is a Banach space.

## Inner Product Spaces, Hilbert Spaces

### 3.1 Inner Products

The previous chapter introduced the concept of the norm of a vector as a generalization of the idea of the length of a vector. However, the length of a vector in $\mathbb{R}^{2}$ or $\mathbb{R}^{3}$ is not the only geometric concept which can be expressed algebraically. If $x=\left(x_{1}, x_{2}, x_{3}\right)$ and $y=\left(y_{1}, y_{2}, y_{3}\right)$ are vectors in $\mathbb{R}^{3}$ then the angle, $\theta$, between them can be obtained using the scalar product $(x, y)=$ $x_{1} y_{1}+x_{2} y_{2}+x_{3} y_{3}=\|x\|\|y\| \cos \theta$, where $\|x\|=\sqrt{x_{1}^{2}+x_{2}^{2}+x_{3}^{2}}=\sqrt{(x, x)}$ and $\|y\|=\sqrt{(y, y)}$ are the lengths of $x$ and $y$ respectively. The scalar product is such a useful concept that we would like to extend it to other spaces. To do this we look for a set of axioms which are satisfied by the scalar product in $\mathbb{R}^{3}$ and which can be used as the basis of a definition in a more general context. It will be seen that it is necessary to distinguish between real and complex spaces.

## Definition 3.1

Let $X$ be a real vector space. An inner product on $X$ is a function $(\cdot, \cdot)$ : $X \times X \rightarrow \mathbb{R}$ such that for all $x, y, z \in X$ and $\alpha, \beta \in \mathbb{R}$,
(a) $(x, x) \geq 0$;
(b) $(x, x)=0$ if and only if $x=0$;
(c) $(\alpha x+\beta y, z)=\alpha(x, z)+\beta(y, z)$;
(d) $(x, y)=(y, x)$.

The first example shows, in particular, that the scalar product on $\mathbb{R}^{3}$ is an inner product.

## Example 3.2

The function $(\cdot, \cdot): \mathbb{R}^{k} \times \mathbb{R}^{k} \rightarrow \mathbb{R}$ defined by $(x, y)=\sum_{n=1}^{k} x_{n} y_{n}$, is an inner product on $\mathbb{R}^{k}$. This inner product will be called the standard inner product on $\mathbb{R}^{k}$.

## Solution

We show that the above formula defines an inner product by verifying that all the properties in Definition 3.1 or 3.3 hold.
(a) $(x, x)=\sum_{n=1}^{k} x_{n}^{2} \geq 0$;
(b) $(x, x)=0$ implies that $x_{n}=0$ for all $n$, so $x=0$;
(c) $(\alpha x+\beta y, z)=\sum_{n=1}^{k}\left(\alpha x_{n}+\beta y_{n}\right) z_{n}=\alpha \sum_{n=1}^{k} x_{n} z_{n}+\beta \sum_{n=1}^{k} y_{n} z_{n}$

$$
=\alpha(x, z)+\beta(y, z) ;
$$

(d) $(x, y)=\sum_{n=1}^{k} x_{n} y_{n}=\sum_{n=1}^{k} y_{n} x_{n}=(y, x)$.

Before we turn to other examples we consider what modifications need to be made to define a suitable inner product on complex spaces. Let us consider the space $\mathbb{C}^{3}$ and, by analogy with Example 3.2, let us examine what seems to be the natural analogue of the scalar product on $\mathbb{R}^{3}$, namely $(x, y)=\sum_{n=1}^{3} x_{n} y_{n}$, $x, y \in \mathbb{C}^{3}$. An immediate problem is that in the complex case the quantity $(x, x)=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}$ need not be real and so, in particular, need not be positive. Thus, in the complex case property (a) in Definition 3.1 need not hold. Furthermore, the quantity $\sqrt{(x, x)}$, which gives the length of $x$ in the real case, need not be a real number, and hence does not give a very good idea of the length of $x$. On the other hand, the quantities $\left|x_{n}\right|^{2}=x_{n} \bar{x}_{n}, n=1,2,3$ (the bar denotes complex conjugate), are real and positive, so we can avoid these problems by redefining the scalar product on $\mathbb{C}^{3}$ to be $(x, y)=\sum_{n=1}^{3} x_{n} \bar{y}_{n}$. However, the complex conjugate on the $y$-variables in this definition forces us to make a slight modification in the general definition of inner products on complex spaces.

## Definition 3.3

Let $X$ be a complex vector space. An inner product on $X$ is a function $(\cdot, \cdot): X \times X \rightarrow \mathbb{C}$ such that for all $x, y, z \in X, \alpha, \beta \in \mathbb{C}$,
(a) $(x, x) \in \mathbb{R}$ and $(x, x) \geq 0$;
(b) $(x, x)=0$ if and only if $x=0$;
(c) $(\alpha x+\beta y, z)=\alpha(x, z)+\beta(y, z)$;
(d) $(x, y)=\overline{(y, x)}$.

## Example 3.4

The function $(\cdot, \cdot): \mathbb{C}^{k} \times \mathbb{C}^{k} \rightarrow \mathbb{C}$ defined by $(x, y)=\sum_{n=1}^{k} x_{n} \bar{y}_{n}$, is an inner product on $\mathbb{C}^{k}$. This inner product will be called the standard inner product on $\mathbb{C}^{k}$.

## Solution

The proof follows that of Example 3.2, using properties of the complex conjugate where appropriate.

## Definition 3.5

A real or complex vector space $X$ with an inner product $(\cdot, \cdot)$ is called an inner product space.

Strictly speaking, we should distinguish the vector space $X$ with the inner product $(\cdot, \cdot)$ from the same space with a different inner product $(\cdot, \cdot)^{\prime}$. However, since it will always be obvious which inner product is meant on any given vector space $X$ we (in common with most authors) will ignore this distinction. In particular, from now on (unless otherwise stated) $\mathbb{R}^{k}$ and $\mathbb{C}^{k}$ will always denote the inner product spaces with inner products as in Examples 3.2 and 3.4.

The only difference between inner products in real and complex spaces lies in the occurrence of the complex conjugate in property (d) in Definition 3.3. Similarly, except for the occurrence of complex conjugates, most of the results and proofs that we discuss below apply equally to both real and complex spaces. Thus from now on, unless explicitly stated otherwise, vector spaces may be either real or complex, but we will include the complex conjugate in the discussion at appropriate points, on the understanding that in the real case this should be ignored.

In general, an inner product can be defined on any finite-dimensional vector space. We leave the solution of the next example, which is a generalization of Examples 3.2 and 3.4, to Exercise 3.2.

## Example 3.6

Let $X$ be a $k$-dimensional vector space with basis $\left\{e_{1}, \ldots, e_{k}\right\}$. Let $x, y \in X$ have the representation $x=\sum_{n=1}^{k} \lambda_{n} e_{n}, y=\sum_{n=1}^{k} \mu_{n} e_{n}$. The function $(\cdot, \cdot)$ : $X \times X \rightarrow \mathbb{F}$ defined by $(x, y)=\sum_{n=1}^{k} \lambda_{n} \bar{\mu}_{n}$, is an inner product on $X$.

Clearly, the above inner product depends on the basis chosen, and so we only obtain a "standard" inner product when there is some natural "standard" basis for the space.

Now let $(X, \Sigma, \mu)$ be a measure space, and recall the vector spaces $L^{p}(X)$ from Definition 1.54.

## Example 3.7

If $f, g \in L^{2}(X)$ then $f \bar{g} \in L^{1}(X)$ and the function $(\cdot, \cdot): L^{2}(X) \times L^{2}(X) \rightarrow \mathbb{F}$ defined by $(f, g)=\int_{X} f \bar{g} d \mu$ is an inner product on $L^{2}(X)$. This inner product will be called the standard inner product on $L^{2}(X)$.

## Solution

Let $f, g \in L^{2}(X)$. Then by Hölder's inequality, with $p=q=2$ (Theorem 1.55) and the definition of $L^{2}(X)$,

$$
\int_{X}|f \bar{g}| d \mu \leq\left(\int_{X}|f|^{2} d \mu\right)^{1 / 2}\left(\int_{X}|g|^{2} d \mu\right)^{1 / 2}<\infty
$$

so $f \bar{g} \in L^{1}(X)$ and the formula $(f, g)=\int_{X} f \bar{g} d \mu$ is well-defined. We now show that the above formula defines an inner product on $L^{2}(X)$ by verifying that all the properties in Definition 3.1 or 3.3 hold. It follows from the properties of the integral described in Section 1.3 that:
(a) $(f, f)=\int_{X}|f|^{2} d \mu \geq 0$;
(b) $(f, f)=0 \Longleftrightarrow \int_{X}|f|^{2} d \mu=0 \Longleftrightarrow f=0$ a.e.;
(c) $(\alpha f+\beta g, h)=\int_{X}(\alpha f+\beta g) \bar{h} d \mu=\alpha \int_{X} f \bar{h}+\beta \int_{X} g \bar{h}=\alpha(f, h)+\beta(g, h)$;
(d) $(f, g)=\int_{X} f \bar{g} d \mu=\overline{\int_{X} g \bar{f} d \mu}=\overline{(g, f)}$.

The next example shows that the sequence space $\ell^{2}$ defined in Example 1.57 is an inner product space. This is in fact a special case of the previous example,
using counting measure on $\mathbb{N}$ (see Chapter 1), but it seems useful to work through the solution from first principles, which we leave to Exercise 3.3.

## Example 3.8

If $a=\left\{a_{n}\right\}, b=\left\{b_{n}\right\} \in \ell^{2}$ then the sequence $\left\{a_{n} \bar{b}_{n}\right\} \in \ell^{1}$ and the function $(\cdot, \cdot): \mathbb{F}^{k} \times \mathbb{F}^{k} \rightarrow \mathbb{F}$ defined by $(a, b)=\sum_{n=1}^{\infty} a_{n} \bar{b}_{n}$ is an inner product on $\ell^{2}$. This inner product will be called the standard inner product on $\ell^{2}$.

Our next examples show that subspaces and Cartesian products of inner product spaces are also inner product spaces, with the inner product defined in a natural manner. These results are similar to Examples 2.7 and 2.8 for normed spaces. The proofs are again easy so are omitted.

## Example 3.9

Let $X$ be an inner product space with inner product $(\cdot, \cdot)$ and let $S$ be a linear subspace of $X$. Let $(\cdot, \cdot)_{S}$ be the restriction of $(\cdot, \cdot)$ to $S$. Then $(\cdot, \cdot)_{S}$ is an inner product on $S$.

## Example 3.10

Let $X$ and $Y$ be inner product spaces with inner products $(\cdot, \cdot)_{1}$ and $(\cdot, \cdot)_{2}$ respectively, and let $Z=X \times Y$ be the Cartesian product space (see Definition 1.4). Then the function $(\cdot, \cdot): Z \times Z \rightarrow \mathbb{F}$ defined by $((u, v),(x, y))=$ $(u, x)_{1}+(v, y)_{2}$ is an inner product on $Z$.

## Remark 3.11

We should note that, although the definitions in Examples 2.8 and 3.10 are natural, the norm induced on $Z$ by the above inner product has the form $\sqrt{\|x\|_{1}^{2}+\|y\|_{2}^{2}}$ (where $\|\cdot\|_{1},\|\cdot\|_{2}$ are the norms induced by the inner products $\left.(\cdot, \cdot)_{1},(\cdot, \cdot)_{2}\right)$, whereas the norm defined on $Z$ in Example 2.8 has the form $\|x\|_{1}+\|y\|_{2}$. These two norms are not equal, but they are equivalent so in discussing analytic properties it makes no difference which one is used. However, the induced norm is somewhat less convenient to manipulate due to the square root term. Thus, in dealing with Cartesian product spaces one generally uses the norm in Example 2.8 if only norms are involved, but one must use the induced norm if inner products are also involved.

We now state some elementary algebraic identities which inner products satisfy.

## Lemma 3.12

Let $X$ be an inner product space, $x, y, z \in X$ and $\alpha, \beta \in \mathbb{F}$. Then,
(a) $(0, y)=(x, 0)=0$;
(b) $(x, \alpha y+\beta z)=\bar{\alpha}(x, y)+\bar{\beta}(x, z)$;
(c) $(\alpha x+\beta y, \alpha x+\beta y)=|\alpha|^{2}(x, x)+\alpha \bar{\beta}(x, y)+\beta \bar{\alpha}(y, x)+|\beta|^{2}(y, y)$.

## Proof

(a) $(\mathbf{0}, y)=(0.0, y)=0(\mathbf{0}, y)=0$ and $(x, \mathbf{0})=\overline{(\mathbf{0}, x)}=\overline{0}=0$
(to distinguish the zero vector in $X$ from the scalar zero we have, temporarily, denoted the zero vector by $\mathbf{0}$ here).
(b) $(x, \alpha y+\beta z)=\overline{(\alpha y+\beta z, x)}=\overline{\alpha(y, x)+\beta(z, x)}=\bar{\alpha}(x, y)+\bar{\beta}(x, z)$
(using the properties of the inner product in Definition 3.3).
(c)

$$
\begin{aligned}
(\alpha x+\beta y, \alpha x+\beta y) & =\bar{\alpha}(\alpha x+\beta y, x)+\bar{\beta}(\alpha x+\beta y, y) \\
& =\bar{\alpha} \alpha(x, x)+\bar{\alpha} \beta(y, x)+\bar{\beta} \alpha(x, y)+\bar{\beta} \beta(y, y)
\end{aligned}
$$

hence the result follows from $\alpha \bar{\alpha}=|\alpha|^{2}, \beta \bar{\beta}=|\beta|^{2}$.

From part (c) of Definition 3.3 and part (b) of Lemma 3.12, we can say that an inner product $(\cdot, \cdot)$ on a complex space is linear with respect to its first variable and is conjugate linear with respect to its second variable (an inner product on a real space is linear with respect to both variables).

In the introduction to this chapter we noted that if $x \in \mathbb{R}^{3}$ and $(\cdot, \cdot)$ is the usual inner product on $\mathbb{R}^{3}$, then the formula $\sqrt{(x, x)}$ gives the usual Euclidean length, or norm, of $x$. We now want to show that for a general inner product space $X$ the same formula defines a norm on $X$.

## Lemma 3.13

Let $X$ be an inner product space and let $x, y \in X$. Then:
(a) $|(x, y)|^{2} \leq(x, x)(y, y), x, y \in X$;
(b) the function $\|\cdot\|: X \rightarrow \mathbb{R}$ defined by $\|x\|=(x, x)^{1 / 2}$, is a norm on $X$.

## Proof

(a) If $x=0$ or $y=0$ the result is true, so we suppose that neither $x$ nor $y$ is zero. Putting $\alpha=-\overline{(x, y)} /(x, x)$ and $\beta=1$ in part (c) of Lemma 3.12 we obtain

$$
\begin{aligned}
0 & \leq(\alpha x+y, \alpha x+y) \\
& =\left|\frac{\overline{(x, y)}}{(x, x)}\right|^{2} \quad(x, x)-\frac{\overline{(x, y)}(x, y)}{(x, x)}-\frac{(x, y)(y, x)}{(x, x)}+(y, y) \\
& =\frac{|(x, y)|^{2}}{(x, x)}-\frac{|(x, y)|^{2}}{(x, x)}-\frac{|(x, y)|^{2}}{(x, x)}+(y, y) \quad(\text { since }(y, x)=\overline{(x, y)})
\end{aligned}
$$

and hence $|(x, y)|^{2} \leq(x, x)(y, y)$.
(b) Using the above properties of inner products we now verify that the given definition of $\|x\|$ satisfies all the defining properties of a norm:
(i) $\|x\|=(x, x)^{1 / 2} \geq 0$;
(ii) $\|x\|=0 \Longleftrightarrow(x, x)^{1 / 2}=0 \Longleftrightarrow x=0$;
(iii) $\|\alpha x\|=(\alpha x, \alpha x)^{1 / 2}=(\alpha \bar{\alpha})^{1 / 2}(x, x)^{1 / 2}=|\alpha|\|x\|$;
(iv) $\|x+y\|^{2}=\|x\|^{2}+2 \Re \mathrm{e}(x, y)+\|y\|^{2}$
(by Lemma 3.12(c)
with $\alpha=\beta=1$ )
$\leq\|x\|^{2}+2\|x\|\|y\|+\|y\|^{2} \quad$ (by (a))
$=(\|x\|+\|y\|)^{2}$.

The norm $\|x\|=(x, x)^{1 / 2}$ defined in Lemma 3.13 on the inner product space $X$ is said to be induced by the inner product $(\cdot, \cdot)$. The lemma shows that, by using the induced norm, every inner product space can be regarded as a normed space. From now on, whenever we use a norm on an inner product space $X$ it will be the induced norm - we will not mention this specifically each time. By examining the standard norms and inner products that we have defined so far (on $\mathbb{F}^{k}, \ell^{2}$ and $L^{2}(X)$ ), we see that each of these norms is induced by the corresponding inner products. Also, with this convention, the inequality in part (a) of Lemma 3.13 can be rewritten as

$$
\begin{equation*}
|(x, y)| \leq\|x\|\|y\| . \tag{3.1}
\end{equation*}
$$

The inequality in Corollary 1.59 is a special case of inequality (3.1) (obtained by substituting the standard inner product and norm on $\mathbb{F}^{k}$ into (3.1)). The inequality (3.1) is called the Cauchy-Schwarz inequality. It will prove to be an extremely useful inequality below. We note also that it is frequently more
convenient to work with the square of the induced norm to avoid having to take square roots.

Since every inner product space has an induced norm, a natural question is whether every norm is induced by an inner product. The answer is no - norms induced by inner products have some special properties that norms in general do not possess. We leave the proofs of the identities in the following lemma and theorem as exercises (see Exercises 3.4 and 3.5).

## Lemma 3.14

Let $X$ be an inner product space with inner product $(\cdot, \cdot)$. Then for all $u, v, x, y \in X$ :
(a) $(u+v, x+y)-(u-v, x-y)=2(u, y)+2(v, x)$;
(b) $4(u, y)=(u+v, x+y)-(u-v, x-y)+i(u+i v, x+i y)$
$-i(u-i v, x-i y)$
(for complex $X$ ).

## Theorem 3.15

Let $X$ be an inner product space with inner product $(\cdot, \cdot)$ and induced norm $\|\cdot\|$. Then for all $x, y \in X$ :
(a)

$$
\|x+y\|^{2}+\|x-y\|^{2}=2\left(\|x\|^{2}+\|y\|^{2}\right)
$$

(the parallelogram rule);
(b) if $X$ is real then

$$
4(x, y)=\|x+y\|^{2}-\|x-y\|^{2}
$$

(c) if $X$ is complex then

$$
4(x, y)=\|x+y\|^{2}-\|x-y\|^{2}+i\|x+i y\|^{2}-i\|x-i y\|^{2}
$$

(the polarization identity).
One way to show that a given norm on a vector space is not induced by an inner product is to show that it does not satisfy the parallelogram rule.

## Example 3.16

The standard norm on the space $C[0,1]$ is not induced by an inner product.

## Solution

Consider the functions $f, g \in C[0,1]$ defined by $f(x)=1, g(x)=x, x \in[0,1]$. From the definition of the standard norm on $C[0,1]$ we have

$$
\begin{aligned}
\|f+g\|^{2}+\|f-g\|^{2} & =4+1=5 \\
2\left(\|f\|^{2}+\|g\|^{2}\right) & =2(1+1)=4
\end{aligned}
$$

Thus the parallelogram rule does not hold and so the norm cannot be induced by an inner product.

Since an inner product space $X$ is a normed space (with the induced norm), it is also a metric space with the metric associated with the norm (see Chapter 2). From now on, any metric space concepts that we use on $X$ will be defined in terms of this metric. An important property of this metric is that the inner product $(\cdot, \cdot)$ on $X$, which was defined solely in terms of its algebraic properties, is a continuous function in the following sense.

## Lemma 3.17

Let $X$ be an inner product space and suppose that $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ are convergent sequences in $X$, with $\lim _{n \rightarrow \infty} x_{n}=x, \lim _{n \rightarrow \infty} y_{n}=y$. Then

$$
\lim _{n \rightarrow \infty}\left(x_{n}, y_{n}\right)=(x, y)
$$

## Proof

$$
\begin{aligned}
\left|\left(x_{n}, y_{n}\right)-(x, y)\right| & =\left|\left(x_{n}, y_{n}\right)-\left(x_{n}, y\right)+\left(x_{n}, y\right)-(x, y)\right| \\
& \leq\left|\left(x_{n}, y_{n}\right)-\left(x_{n}, y\right)\right|+\left|\left(x_{n}, y\right)-(x, y)\right| \\
& =\left|\left(x_{n}, y_{n}-y\right)\right|+\left|\left(x_{n}-x, y\right)\right| \\
& \leq\left\|x_{n}\right\|\left\|y_{n}-y\right\|+\left\|x_{n}-x\right\|\|y\| \quad \quad(\text { by }(3.1)) .
\end{aligned}
$$

Since the sequence $\left\{x_{n}\right\}$ is convergent, $\left\|x_{n}\right\|$ is bounded, so the right-hand side of this inequality tends to zero as $n \rightarrow \infty$. Hence $\lim _{n \rightarrow \infty}\left(x_{n}, y_{n}\right)=(x, y)$.

## EXERCISES

3.1 Let $X$ be an inner product space and let $u, v \in X$. If $(x, u)=(x, v)$ for all $x \in X$, show that $u=v$.
3.2 Give the solution of Example 3.6.
3.3 Prove the following inequalities, for any $a, b \in \mathbb{C}$.
(a) $2|a||b| \leq|a|^{2}+|b|^{2}$.
(b) $|a+b|^{2} \leq 2\left(|a|^{2}+|b|^{2}\right)$.

The second inequality is a special case of Minkowski's inequality, see Corollary 1.58 , but it is worthwhile to prove this simple case directly.

Use these inequalities to show, from first principles, that the set $\ell^{2}$ is a vector space and that the formula in Example 3.8 gives an inner product on $\ell^{2}$.
3.4 Give the proof of Lemma 3.14.
3.5 Use the results of Exercise 3.4 to prove Theorem 3.15.
3.6 Draw a picture to illustrate the parallelogram rule and to show why it has this name.
3.7 Show that the non-standard norm $\|x\|_{1}=\sum_{n=1}^{k}\left|x_{n}\right|$ on the space $\mathbb{R}^{k}$ is not induced by an inner product.

### 3.2 Orthogonality

The reason we introduced inner products was in the hope of extending the concept of angles between vectors. From the Cauchy-Schwarz inequality (3.1) for real inner product spaces, if $x, y$ are non-zero vectors, then

$$
-1 \leq \frac{(x, y)}{\|x\|\|y\|} \leq 1
$$

and so the angle between $x$ and $y$ can be defined to be

$$
\theta=\cos ^{-1}\left(\frac{(x, y)}{\|x\|\|y\|}\right)
$$

For complex inner product spaces the position is more difficult (the inner product $(x, y)$ may be complex, and it is not clear what a complex "angle" would mean). However, an important special case can be considered, namely when $(x, y)=0$. In this case we can regard the vectors as being perpendicular, or orthogonal.

Definition 3.18
Let $X$ be an inner product space. The vectors $x, y \in X$ are said to be orthogonal if $(x, y)=0$.

From linear algebra we are also familiar with the concept of orthonormal sets of vectors in finite-dimensional inner product spaces. This concept can be extended to arbitrary inner product spaces.

## Definition 3.19

Let $X$ be an inner product space. The set $\left\{e_{1}, \ldots, e_{k}\right\} \subset X$ is said to be orthonormal if $\left\|e_{n}\right\|=1$ for $1 \leq n \leq k$, and $\left(e_{m}, e_{n}\right)=0$ for all $1 \leq m, n \leq k$ with $m \neq n$.

The results in the following lemma about orthonormal sets in finite dimensional inner product spaces may well be familiar, but we recall them here for later reference.

## Lemma 3.20

(a) An orthonormal set $\left\{e_{1}, \ldots, e_{k}\right\}$ in any inner product space $X$ is linearly independent. In particular, if $X$ is $k$-dimensional then the set $\left\{e_{1}, \ldots, e_{k}\right\}$ is a basis for $X$ and any vector $x \in X$ can be expressed in the form

$$
\begin{equation*}
x=\sum_{n=1}^{k}\left(x, e_{n}\right) e_{n} \tag{3.2}
\end{equation*}
$$

(in this case $\left\{e_{1}, \ldots, e_{k}\right\}$ is usually called an orthonormal basis and the numbers $\left(x, e_{n}\right)$ are the components of $x$ with respect to this basis).
(b) Let $\left\{v_{1}, \ldots, v_{k}\right\}$ be a linearly independent subset of an inner product space $X$, and let $S=\operatorname{Sp}\left\{v_{1}, \ldots, v_{k}\right\}$. Then there is an orthonormal basis $\left\{e_{1}, \ldots, e_{k}\right\}$ for $S$.

## Proof

(a) Suppose that $\sum_{n=1}^{k} \alpha_{n} e_{n}=0$, for some $\alpha_{n} \in \mathbb{F}, n=1, \ldots, k$. Then taking the inner product with $e_{m}$ and using orthonormality we obtain

$$
0=\left(\sum_{n=1}^{k} \alpha_{n} e_{n}, e_{m}\right)=\alpha_{m}
$$

for $m=1, \ldots, k$. Hence, the set $\left\{e_{1}, \ldots, e_{k}\right\}$ is linearly independent.
Next, if $\left\{e_{1}, \ldots, e_{k}\right\}$ is a basis there exists $\lambda_{n} \in \mathbb{F}, n=1, \ldots, k$, such that $x=\sum_{n=1}^{k} \lambda_{n} e_{n}$. Then taking the inner product of this formula with $e_{m}$
and using orthonormality we obtain

$$
\left(x, e_{m}\right)=\left(\sum_{n=1}^{k} \lambda_{n} e_{n}, e_{m}\right)=\sum_{n=1}^{k} \lambda_{n}\left(e_{n}, e_{m}\right)=\lambda_{m}, \quad m=1, \ldots, k
$$

(b) The proof is by induction on $k$.

For $k=1$, since $v_{1} \neq 0,\left\|v_{1}\right\| \neq 0$ so we can take $e_{1}=v_{1} /\left\|v_{1}\right\|$, and $\left\{e_{1}\right\}$ is the required basis.

Now suppose that the result is true for an arbitrary integer $k \geq 1$. Let $\left\{v_{1}, \ldots, v_{k+1}\right\}$ be a linearly independent set and let $\left\{e_{1}, \ldots, e_{k}\right\}$ be the orthonormal basis for $\operatorname{Sp}\left\{v_{1}, \ldots, v_{k}\right\}$ given by the inductive hypothesis. Since $\left\{v_{1}, \ldots, v_{k+1}\right\}$ is linearly independent, $v_{k+1} \notin \operatorname{Sp}\left\{v_{1}, \ldots, v_{k}\right\}$ so $v_{k+1} \notin \operatorname{Sp}\left\{e_{1}, \ldots, e_{k}\right\}$. Let $b_{k+1}=v_{k+1}-\sum_{n=1}^{k}\left(v_{k+1}, e_{n}\right) e_{n}$. Then $b_{k+1} \in$ $\operatorname{Sp}\left\{v_{1}, \ldots, v_{k+1}\right\}$ and $b_{k+1} \neq 0$ (otherwise $v_{k+1} \in \operatorname{Sp}\left\{e_{1}, \ldots, e_{k}\right\}$ ). Also, for each $m=1, \ldots, k$,

$$
\begin{aligned}
\left(b_{k+1}, e_{m}\right) & =\left(v_{k+1}, e_{m}\right)-\sum_{n=1}^{k}\left(v_{k+1}, e_{n}\right)\left(e_{n}, e_{m}\right) \\
& =\left(v_{k+1}, e_{m}\right)-\left(v_{k+1}, e_{m}\right)=0
\end{aligned}
$$

(using orthonormality of the set $\left\{e_{1}, \ldots, e_{k}\right\}$ ). Thus, $b_{k+1}$ is orthogonal to all the vectors $\left\{e_{1}, \ldots, e_{k}\right\}$. Let $e_{k+1}=b_{k+1} /\left\|b_{k+1}\right\|$. Then $\left\{e_{1}, \ldots, e_{k+1}\right\}$ is an orthonormal set with $\operatorname{Sp}\left\{e_{1}, \ldots, e_{k+1}\right\} \subset \operatorname{Sp}\left\{v_{1}, \ldots, v_{k+1}\right\}$. But both these subspaces are $(k+1)$-dimensional so they must be equal, which completes the inductive proof.

## Remark 3.21

The inductive construction of the basis in part (b) of Lemma 3.20, using the formulae

$$
b_{k+1}=v_{k+1}-\sum_{n=1}^{k}\left(v_{k+1}, e_{n}\right) e_{n}, \quad e_{k+1}=\frac{b_{k+1}}{\left\|b_{k+1}\right\|}
$$

is called the Gram-Schmidt algorithm, and is described in more detail in [5] (see Fig. 3.1 for an illustration of this algorithm at the stage $k=2$ ).

Using an orthonormal basis in a (finite-dimensional) inner product space makes it easy to work out the norm of a vector in terms of its components. The following theorem is a generalization of Pythagoras' theorem.


Fig. 3.1. Gram-Schmidt algorithm, at stage $k=2$

## Theorem 3.22

Let $X$ be a $k$-dimensional inner product space and let $\left\{e_{1}, \ldots, e_{k}\right\}$ be an orthonormal basis for $X$. Then, for any numbers $\alpha_{n} \in \mathbb{F}, n=1, \ldots, k$,

$$
\left\|\sum_{n=1}^{k} \alpha_{n} e_{n}\right\|^{2}=\sum_{n=1}^{k}\left|\alpha_{n}\right|^{2} .
$$

## Proof

By orthonormality and the algebraic properties of the inner product we have

$$
\begin{aligned}
\left\|\sum_{n=1}^{k} \alpha_{n} e_{n}\right\|^{2} & =\left(\sum_{m=1}^{k} \alpha_{m} e_{m}, \sum_{n=1}^{k} \alpha_{n} e_{n}\right) \\
& =\sum_{m=1}^{k} \sum_{n=1}^{k} \alpha_{m} \bar{\alpha}_{n}\left(e_{m}, e_{n}\right) \\
& =\sum_{n=1}^{k} \alpha_{n} \bar{\alpha}_{n}=\sum_{n=1}^{k}\left|\alpha_{n}\right|^{2} .
\end{aligned}
$$

We saw, when discussing normed spaces, that completeness is an extremely important property, and this is also true for inner product spaces. Complete normed spaces were called Banach spaces, and complete inner product spaces also have a special name.

Definition 3.23
An inner product space which is complete with respect to the metric associated with the norm induced by the inner product is called a Hilbert space.

From the preceding results we have the following examples of Hilbert spaces.

## Example 3.24

(a) Every finite-dimensional inner product space is a Hilbert space.
(b) $L^{2}(X)$ with the standard inner product is a Hilbert space.
(c) $\ell^{2}$ with the standard inner product is a Hilbert space.

## Solution

Part (a) follows from Corollary 2.19, while parts (b) and (c) follow from Theorem 1.61.

In general, infinite-dimensional inner product spaces need not be complete. We saw in Theorem 2.28 that a linear subspace of a Banach space is a Banach space if and only if it is closed. A similar result holds for Hilbert spaces.

## Lemma 3.25

If $\mathcal{H}$ is a Hilbert space and $Y \subset \mathcal{H}$ is a linear subspace, then $Y$ is a Hilbert space if and only if $Y$ is closed in $\mathcal{H}$.

## Proof

By the above definitions, $Y$ is a Hilbert space if and only if it is complete. But a subset of a complete metric space is complete if and only if it is closed by Theorem 1.35.

## EXERCISES

3.8 Let $X$ be an inner product space. Show that two vectors $x, y \in X$ are orthogonal if and only if $\|x+\alpha y\|=\|x-\alpha y\|$ for all $\alpha \in \mathbb{F}$. Draw a picture of this in $\mathbb{R}^{2}$.
3.9 If $S$ is the linear span of $a=(1,4,1)$ and $b=(-1,0,1)$ in $\mathbb{R}^{3}$, use the Gram-Schmidt algorithm to find orthonormal bases of $S$ and of $\mathbb{R}^{3}$ containing multiples of $a$ and $b$.
3.10 Use the Gram-Schmidt algorithm to find an orthonormal basis for Sp $\left\{1, x, x^{2}\right\}$ in $L^{2}[-1,1]$.
3.11 Let $\mathcal{M}$ and $\mathcal{N}$ be Hilbert spaces with inner products $(\cdot, \cdot)_{1}$ and $(\cdot, \cdot)_{2}$ respectively, and let $\mathcal{H}=\mathcal{M} \times \mathcal{N}$ be the Cartesian product space,
with the inner product defined in Example 3.10. Show that $\mathcal{H}$ is a Hilbert space.

### 3.3 Orthogonal Complements

We have already seen that the idea of orthogonality of two vectors is an important concept. We now extend this idea to consider the set of all vectors orthogonal to a given vector, or even the set of all vectors orthogonal to a given set of vectors.

## Definition 3.26

Let $X$ be an inner product space and let $A$ be a subset of $X$. The orthogonal complement of $A$ is the set

$$
A^{\perp}=\{x \in X:(x, a)=0 \text { for all } a \in A\}
$$

Thus the set $A^{\perp}$ consists of those vectors in $X$ which are orthogonal to every vector in $A$ (if $A=\varnothing$ then $A^{\perp}=X$ ). Note that $A^{\perp}$ is not the set-theoretic complement of $A$.

The link between $A$ and $A^{\perp}$ is given by the condition $(x, a)=0$ for all $a \in A$, and this has to be used to obtain $A^{\perp}$, as shown in the following example.

## Example 3.27

If $X=\mathbb{R}^{3}$ and $A=\left\{\left(a_{1}, a_{2}, 0\right): a_{1}, a_{2} \in \mathbb{R}\right\}$, then $A^{\perp}=\left\{\left(0,0, x_{3}\right): x_{3} \in \mathbb{R}\right\}$.

## Solution

By definition, a given vector $x=\left(x_{1} x_{2}, x_{3}\right)$ belongs to $A^{\perp}$ if and only if, for any $a=\left(a_{1}, a_{2}, 0\right)$ with $a_{1}, a_{2} \in \mathbb{R}$, we have

$$
(x, a)=x_{1} a_{1}+x_{2} a_{2}=0 .
$$

Putting $a_{1}=x_{1}, a_{2}=x_{2}$, we see that if $x \in A^{\perp}$ then we must have $x_{1}=x_{2}=0$. Furthermore, if $x_{1}=x_{2}=0$, then it follows that $x \in A^{\perp}$.

Although the above example is quite simple it is a useful one to keep in mind when considering the concept of orthogonal complement. It can be generalized to the following example, whose solution we leave to Exercise 3.14.

## Example 3.28

Suppose that $X$ is a $k$-dimensional inner product space, and $\left\{e_{1}, \ldots, e_{k}\right\}$ is an orthonormal basis for $X$. If $A=\operatorname{Sp}\left\{e_{1}, \ldots, e_{p}\right\}$, for some $1 \leq p<k$, then $A^{\perp}=\operatorname{Sp}\left\{e_{p+1}, \ldots, e_{k}\right\}$.

Using the above example, the computation of $A^{\perp}$ for a subset $A$ of a finitedimensional inner product space is relatively easy. We now turn to general inner product spaces and list some of the principal properties of the orthogonal complement.

## Lemma 3.29

If $X$ is an inner product space and $A \subset X$ then:
(a) $0 \in A^{\perp}$.
(b) If $0 \in A$ then $A \cap A^{\perp}=\{0\}$, otherwise $A \cap A^{\perp}=\varnothing$.
(c) $\{0\}^{\perp}=X ; X^{\perp}=\{0\}$.
(d) If $A$ contains an open ball $B_{a}(r)$, for some $a \in X$ and some positive $r>0$, then $A^{\perp}=\{0\}$; in particular, if $A$ is a non-empty open set then $A^{\perp}=\{0\}$.
(e) If $B \subset A$ then $A^{\perp} \subset B^{\perp}$.
(f) $A^{\perp}$ is a closed linear subspace of $X$.
(g) $A \subset\left(A^{\perp}\right)^{\perp}$.

## Proof

(a) Since $(0, a)=0$ for all $a \in A$, we have $0 \in A^{\perp}$.
(b) Suppose that $x \in A \cap A^{\perp}$. Then $(x, x)=0$, and so $x=0$ (by part (b) of the definition of an inner product).
(c) If $A=\{0\}$, then for any $x \in X$ we have trivially $(x, a)=(x, 0)=0$ for all $a \in A$, so $x \in A^{\perp}$ and hence $A^{\perp}=X$. If $A=X$ and $x \in A^{\perp}$ then $(x, a)=0$ for all $a \in X$. In particular, putting $a=x$ gives $(x, x)=0$, which implies that $x=0$. Hence, $A^{\perp}=\{0\}$.
(d) Suppose that $x \in A^{\perp}$ is non-zero, and let $y=\|x\|^{-1} x \neq 0$. If $a \in A$ then by definition we have $(y, a)=0$. But also, since $a+\frac{1}{2} r y \in A$, we must have

$$
0=\left(y, a+\frac{1}{2} r y\right)=(y, a)+\frac{1}{2} r(y, y)
$$

which implies that $(y, y)=0$ and hence $y=0$. This is a contradiction, which shows that there are no non-zero elements of $A^{\perp}$.
(e) Let $x \in A^{\perp}$ and $b \in B$. Then $b \in A$ (since $B \subset A$ ), so $(x, b)=0$. Since this holds for arbitrary $b \in B$, we have $x \in B^{\perp}$. Hence, $A^{\perp} \subset B^{\perp}$.
(f) Let $y, z \in A^{\perp}, \alpha, \beta \in \mathbb{F}$ and $a \in A$. Then

$$
(\alpha y+\beta z, a)=\alpha(y, a)+\beta(z, a)=0
$$

so $\alpha y+\beta z \in A^{\perp}$, and hence $A^{\perp}$ is a linear subspace of $X$. Next, let $\left\{x_{n}\right\}$ be a sequence in $A^{\perp}$ converging to $x \in X$. Then by Lemma 3.12 (a) and Lemma 3.17, for any $a \in A$ we have

$$
0=\lim _{n \rightarrow \infty}\left(x-x_{n}, a\right)=(x, a)-\lim _{n \rightarrow \infty}\left(x_{n}, a\right)=(x, a)
$$

(since $\left(x_{n}, a\right)=0$ for all $n$ ). Thus $x \in A^{\perp}$ and so $A^{\perp}$ is closed, by part (c) of Theorem 1.25.
(g) Let $a \in A$. Then for all $x \in A^{\perp},(a, x)=\overline{(x, a)}=0$, so $a \in\left(A^{\perp}\right)^{\perp}$. Thus, $A \subset\left(A^{\perp}\right)^{\perp}$.

Part (e) of Lemma 3.29 shows that as the set $A$ gets bigger the orthogonal complement of $A$ gets smaller, and this is consistent with part (c) of the lemma.

There is an alternative characterization of the orthogonal complement for linear subspaces.

## Lemma 3.30

Let $Y$ be a linear subspace of an inner product space $X$. Then

$$
x \in Y^{\perp} \Longleftrightarrow\|x-y\| \geq\|x\|, \quad \forall y \in Y
$$

## Proof

$(\Rightarrow)$ From part (c) of Lemma 3.12, the following identity

$$
\begin{equation*}
\|x-\alpha y\|^{2}=(x-\alpha y, x-\alpha y)=\|x\|^{2}-\bar{\alpha}(x, y)-\alpha(y, x)+|\alpha|^{2}\|y\|^{2} \tag{3.3}
\end{equation*}
$$

holds for all $x \in X, y \in Y$ and $\alpha \in \mathbb{F}$. Now suppose that $x \in Y^{\perp}$ and $y \in Y$. Then $(x, y)=(y, x)=0$, so by putting $\alpha=1$ in (3.3) we obtain

$$
\|x-y\|^{2}=\|x\|^{2}+\|y\|^{2} \geq\|x\|^{2} .
$$

$(\Leftarrow)$ Now suppose that $\|x-y\|^{2} \geq\|x\|^{2}$ for all $y \in Y$. Then since $Y$ is a linear subspace, $\alpha y \in Y$ for all $y \in Y$ and $\alpha \in \mathbb{F}$, so by (3.3),

$$
0 \leq-\overline{\alpha(y, x)}-\alpha(y, x)+|\alpha|^{2}\|y\|^{2} .
$$

Now let

$$
\beta=\left\{\begin{array}{cl}
\frac{|(x, y)|}{(y, x)}, & \text { if }(y, x) \neq 0 \\
1, & \text { if }(y, x)=0
\end{array}\right.
$$

so that $\beta(y, x)=|(x, y)|$, and let $\alpha=t \beta$, where $t \in \mathbb{R}$ and $t>0$. Then, $-t|(x, y)|-t|(x, y)|+t^{2}\|y\|^{2} \geq 0$, so $|(x, y)| \leq \frac{1}{2} t\|y\|^{2}$ for all $t>0$. Therefore,

$$
|(x, y)| \leq \lim _{t \rightarrow 0+} \frac{1}{2} t\|y\|^{2}=0
$$

so $|(x, y)|=0$ and hence $x \in Y^{\perp}$.

The above result, together with the following theorem on convex sets, gives more information about $A$ and $A^{\perp}$ in Hilbert spaces. We first recall the definition of a convex set.

## Definition 3.31

A subset $A$ of a vector space $X$ is convex if, for all $x, y \in A$ and all $\lambda \in[0,1]$, $\lambda x+(1-\lambda) y \in A$.

In other words, $A$ is convex if, for any two points $x, y$ in $A$, the line segment joining $x$ and $y$ also lies in $A$, see Fig. 3.2. In particular, every linear subspace is a convex set.


Fig. 3.2. Convex and non-convex planar regions: (a) convex; (b) non-convex

## Theorem 3.32

Let $A$ be a non-empty, closed, convex subset of a Hilbert space $\mathcal{H}$ and let $p \in \mathcal{H}$. Then there exists a unique $q \in A$ such that

$$
\|p-q\|=\inf \{\|p-a\|: a \in A\}
$$

## Proof

Let $\gamma=\inf \{\|p-a\|: a \in A\}$ (note that the set in this definition is non-empty and bounded below, so $\gamma$ is well-defined). We first prove the existence of $q$. By the definition of $\gamma$, for each $n \in \mathbb{N}$ there exists $q_{n} \in A$ such that

$$
\begin{equation*}
\gamma^{2} \leq\left\|p-q_{n}\right\|^{2}<\gamma^{2}+n^{-1} \tag{3.4}
\end{equation*}
$$

We will show that the sequence $\left\{q_{n}\right\}$ is a Cauchy sequence. Applying the parallelogram rule to $p-q_{n}$ and $p-q_{m}$ we obtain

$$
\left\|\left(p-q_{n}\right)+\left(p-q_{m}\right)\right\|^{2}+\left\|\left(p-q_{n}\right)-\left(p-q_{m}\right)\right\|^{2}=2\left\|p-q_{n}\right\|^{2}+2\left\|p-q_{m}\right\|^{2}
$$

and so

$$
\left\|2 p-\left(q_{n}+q_{m}\right)\right\|^{2}+\left\|q_{n}-q_{m}\right\|^{2}<4 \gamma^{2}+2\left(n^{-1}+m^{-1}\right) .
$$

Since $q_{m}, q_{n} \in A$ and $A$ is convex, $\frac{1}{2}\left(q_{m}+q_{n}\right) \in A$, so

$$
\left\|2 p-\left(q_{n}+q_{m}\right)\right\|^{2}=4\left\|p-\frac{1}{2}\left(q_{m}+q_{n}\right)\right\|^{2} \geq 4 \gamma^{2}
$$

(by the definition of $\gamma$ ), and hence

$$
\left\|q_{n}-q_{m}\right\|^{2}<4 \gamma^{2}+2\left(n^{-1}+m^{-1}\right)-4 \gamma^{2}=2\left(n^{-1}+m^{-1}\right)
$$

Therefore the sequence $\left\{q_{n}\right\}$ is Cauchy and hence must converge to some point $q \in \mathcal{H}$ since $\mathcal{H}$ is a complete metric space. Since $A$ is closed, $q \in A$. Also, by (3.4),

$$
\gamma^{2} \leq \lim _{n \rightarrow \infty}\left\|p-q_{n}\right\|^{2}=\|p-q\|^{2} \leq \lim _{n \rightarrow \infty}\left(\gamma^{2}+n^{-1}\right)=\gamma^{2}
$$

and so $\|p-q\|=\gamma$. Thus the required $q$ exists.
Next we prove the uniqueness of $q$. Suppose that $w \in A$ and $\|p-w\|=\gamma$. Then $\frac{1}{2}(q+w) \in A$ since $A$ is convex, and so $\left\|p-\frac{1}{2}(q+w)\right\| \geq \gamma$. Applying the parallelogram rule to $p-w$ and $p-q$ we obtain

$$
\|(p-w)+(p-q)\|^{2}+\|(p-w)-(p-q)\|^{2}=2\|p-w\|^{2}+2\|p-q\|^{2}
$$

and so

$$
\begin{aligned}
\|q-w\|^{2} & =2 \gamma^{2}+2 \gamma^{2}-4\left\|p-\frac{1}{2}(q+w)\right\|^{2} \\
& \leq 4 \gamma^{2}-4 \gamma^{2}=0 .
\end{aligned}
$$

Thus $w=q$, which proves uniqueness.

## Remark 3.33

Theorem 3.32 shows that if $A$ is a non-empty, closed, convex subset of a Hilbert space $\mathcal{H}$ and $p$ is a point in $\mathcal{H}$, then there is a unique point $q$ in $A$ which is the closest point in $A$ to $p$. In finite dimensions, even if the set $A$ is not convex
the existence of the point $q$ can be proved in a similar manner (using the compactness of closed bounded sets to give the necessary convergent sequence). However, in this case the point $q$ need not be unique (for example, let $A$ be a circle in the plane and $p$ be its centre, then $q$ can be any point on $A$ ). In infinite dimensions, closed bounded sets need not be compact (see Theorem 2.26), so the existence question is more difficult and $q$ may not exist if $A$ is not convex.

## Theorem 3.34

Let $Y$ be a closed linear subspace of a Hilbert space $\mathcal{H}$. For any $x \in \mathcal{H}$, there exists a unique $y \in Y$ and $z \in Y^{\perp}$ such that $x=y+z$. Also, $\|x\|^{2}=\|y\|^{2}+\|z\|^{2}$.

## Proof

Since $Y$ is a non-empty, closed, convex set it follows from Theorem 3.32 that there exists $y \in Y$ such that for all $u \in Y,\|x-y\| \leq\|x-u\|$. Let $z=x-y$ (so $x=y+z$ ). Then, for all $u \in Y$,

$$
\|z-u\|=\|x-(y+u)\| \geq\|x-y\|=\|z\|
$$

(since $y+u \in Y$ ). Thus by Lemma 3.30, $z \in Y^{\perp}$. This shows that the desired $y, z$ exist. To prove uniqueness, suppose that $x=y_{1}+z_{1}=y_{2}+z_{2}$, where $y_{1}, y_{2} \in Y, z_{1}, z_{2} \in Y^{\perp}$. Then $y_{1}-y_{2}=z_{2}-z_{1}$. But $y_{1}-y_{2} \in Y$ and $z_{2}-z_{1} \in$ $Y^{\perp}$ (since both $Y$ and $Y^{\perp}$ are linear subspaces), so $y_{1}-y_{2} \in Y \cap Y^{\perp}=\{0\}$ (by part (b) of Lemma 3.29). Hence $y_{1}=y_{2}$ and $z_{1}=z_{2}$.

Finally,

$$
\begin{aligned}
\|x\|^{2} & =\|y+z\|^{2}=(y+z, y+z)=\|y\|^{2}+(y, z)+(z, y)+\|z\|^{2} \\
& =\|y\|^{2}+\|z\|^{2}
\end{aligned}
$$

The simplest example of the above result is $\mathcal{H}=\mathbb{R}^{2}, Y=\{(x, 0): x \in \mathbb{R}\}$, $Y^{\perp}=\{(0, y): y \in \mathbb{R}\}$. In this case the result is Pythagoras' theorem in the plane. Hence Theorem 3.34 can be regarded as another generalization of Pythagoras' theorem. The result of the theorem will be so useful that we give it a name.

## Notation

Suppose that $Y$ is a closed linear subspace of a Hilbert space $\mathcal{H}$ and $x \in \mathcal{H}$. The decomposition $x=y+z$, with $y \in Y$ and $z \in Y^{\perp}$, will be called the orthogonal decomposition of $x$ with respect to $Y$.

Now that we have studied the orthogonal complement $Y^{\perp}$ of a subspace $Y$, a natural question is: what is the orthogonal complement of $Y^{\perp}$ ? We will
write this as $Y^{\perp \perp}=\left(Y^{\perp}\right)^{\perp}$. It follows from Examples 3.27 and 3.28 that if $Y=\left\{u=\left(u_{1}, u_{2}, 0\right): u_{1}, u_{2} \in \mathbb{R}\right\}$, then $Y^{\perp}=\left\{x=\left(0,0, x_{3}\right): x_{3} \in \mathbb{R}\right\}$ and $Y^{\perp \perp}=Y$. A similar result holds more generally.

## Corollary 3.35

If $Y$ is a closed linear subspace of a Hilbert space $\mathcal{H}$ then $Y^{\perp \perp}=Y$.

## Proof

By part (g) of Lemma 3.29 we have $Y \subset Y^{\perp \perp}$. Now suppose that $x \in Y^{\perp \perp}$. Then by Theorem 3.34, $x=y+z$, where $y \in Y$ and $z \in Y^{\perp}$. Since $y \in Y$ and $x \in Y^{\perp \perp},(x, z)=0=(y, z)$. Thus

$$
0=(x, z)=(y+z, z)=(y, z)+(z, z)=\|z\|^{2}
$$

so $z=0$ and $x=y \in Y$. Therefore $Y^{\perp \perp} \subset Y$, which completes the proof.

Note that since $Y^{\perp \perp}$ is always closed (by part (f) of Lemma 3.29) the above result cannot hold for subspaces which are not closed. However, we do have the following result.

## Corollary 3.36

If $Y$ is any linear subspace of a Hilbert space $\mathcal{H}$ then $Y^{\perp \perp}=\bar{Y}$.

## Proof

Since $Y \subset \bar{Y}$, it follows from part (e) of Lemma 3.29 that $\bar{Y}^{\perp} \subset Y^{\perp}$ and hence $Y^{\perp \perp} \subset \bar{Y}^{\perp \perp}$. But $\bar{Y}$ is closed so by Corollary 3.35, $\bar{Y}^{\perp \perp}=\bar{Y}$, and hence $Y^{\perp \perp} \subset \bar{Y}$. Next, by part (g) of Lemma 3.29, $Y \subset Y^{\perp \perp}$, but $Y^{\perp \perp}$ is closed so $\bar{Y} \subset Y^{\perp \perp}$. Therefore $Y^{\perp \perp}=\bar{Y}$.

## EXERCISES

3.12 If $S$ is as in Exercise 3.9, use the result of that exercise to find $S^{\perp}$.
3.13 If $X=\mathbb{R}^{k}$ and $A=\{a\}$, for some non-zero vector $a=\left(a_{1}, \ldots, a_{k}\right)$, show that

$$
A^{\perp}=\left\{\left(x_{1}, \ldots, x_{k}\right) \in \mathbb{R}^{k}: \sum_{j=1}^{k} a_{j} x_{j}=0\right\} .
$$

3.14 Give the solution of Example 3.28.
3.15 If $A=\left\{\left\{x_{n}\right\} \in \ell^{2}: x_{2 n}=0\right.$ for all $\left.n \in \mathbb{N}\right\}$, find $A^{\perp}$.
3.16 Let $X$ be an inner product space and let $A \subset X$. Show that $A^{\perp}=\bar{A}^{\perp}$.
3.17 Let $X$ and $Y$ be linear subspaces of a Hilbert space $\mathcal{H}$. Recall that $X+Y=\{x+y: x \in X, y \in Y\}$. Prove that $(X+Y)^{\perp}=X^{\perp} \cap Y^{\perp}$.
3.18 Let $\mathcal{H}$ be a Hilbert space, let $y \in \mathcal{H} \backslash\{0\}$ and let $S=\operatorname{Sp}\{y\}$. Show that $\{x \in \mathcal{H}:(x, y)=0\}^{\perp}=S$.
3.19 Let $Y$ be a closed linear subspace of a Hilbert space $\mathcal{H}$. Show that if $Y \neq \mathcal{H}$ then $Y^{\perp} \neq\{0\}$. Is this always true if $Y$ is not closed? [Hint: consider dense, non-closed linear subspaces. Show that the subspace in Exercise 2.10 is such a subspace.]
3.20 Let $X$ be an inner product space and let $A \subset X$ be non-empty. Show that:
(a) $A^{\perp \perp}=\overline{\operatorname{Sp}} A$;
(b) $A^{\perp \perp \perp}=A^{\perp}\left(\right.$ where $\left.A^{\perp \perp \perp}=\left(\left(A^{\perp}\right)^{\perp}\right)^{\perp}\right)$.

### 3.4 Orthonormal Bases in Infinite Dimensions

We now wish to extend the idea of an orthonormal basis, which we briefly discussed in Section 3.2 for finite-dimensional spaces, to infinite-dimensional spaces.

## Definition 3.37

Let $X$ be an inner product space. A sequence $\left\{e_{n}\right\} \subset X$ is said to be an orthonormal sequence if $\left\|e_{n}\right\|=1$ for all $n \in \mathbb{N}$, and $\left(e_{m}, e_{n}\right)=0$ for all $m, n \in \mathbb{N}$ with $m \neq n$.

The following example is easy to check.

## Example 3.38

The sequence $\left\{\widetilde{e}_{n}\right\}$ (see Definition 1.60) is an orthonormal sequence in $\ell^{2}$. Note that each of the elements of this sequence (in $\ell^{2}$ ) is itself a sequence (in $\mathbb{F}$ ). This
can be a source of confusion, so it is important to keep track of what space a sequence lies in.

A rather more complicated, but extremely important, example is the following.

## Example 3.39

The set of functions $\left\{e_{n}\right\}$, where $e_{n}(x)=(2 \pi)^{-1 / 2} e^{i n x}$ for $n \in \mathbb{Z}$, is an orthonormal sequence in the space $L_{\mathbb{C}}^{2}[-\pi, \pi]$.

## Solution

This follows from

$$
\left(e_{m}, e_{n}\right)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} e^{i(m-n) x} d x= \begin{cases}1, & \text { if } m=n \\ 0, & \text { if } m \neq n\end{cases}
$$

The orthonormal sequence in Example 3.39, and related sequences of trigonometric functions, will be considered in more detail in Section 3.5 on Fourier series. We also note that, strictly speaking, to use the word "sequence" in Example 3.39 we should choose an ordering of the functions so that they are indexed by $n \in \mathbb{N}$, rather than $n \in \mathbb{Z}$, but this is a minor point.

It follows immediately from part (a) of Lemma 3.20 that an orthonormal sequence is linearly independent and if a space $X$ contains an orthonormal sequence then it must be infinite-dimensional. A converse result also holds.

## Theorem 3.40

Any infinite-dimensional inner product space $X$ contains an orthonormal sequence.

## Proof

Using the construction in the proof of Theorem 2.26 we obtain a linearly independent sequence of unit vectors $\left\{x_{n}\right\}$ in $X$. Now, by inductively applying the Gram-Schmidt algorithm (see the proof of part (b) of Lemma 3.20) to the sequence $\left\{x_{n}\right\}$ we can construct an orthonormal sequence $\left\{e_{n}\right\}$ in $\mathcal{H}$.

For a general orthonormal sequence $\left\{e_{n}\right\}$ in an infinite-dimensional inner product space $X$ and an element $x \in X$, the obvious generalization of the
expansion (3.2) is the formula

$$
\begin{equation*}
x=\sum_{n=1}^{\infty}\left(x, e_{n}\right) e_{n} \tag{3.5}
\end{equation*}
$$

(convergence of infinite series was defined in Definition 2.29). However, in the infinite-dimensional setting there are two major questions associated with this formula.
(a) Does the series converge?
(b) Does it converge to $x$ ?

We will answer these questions in a series of lemmas.

## Lemma 3.41 (Bessel's Inequality)

Let $X$ be an inner product space and let $\left\{e_{n}\right\}$ be an orthonormal sequence in $X$. For any $x \in X$ the (real) series $\sum_{n=1}^{\infty}\left|\left(x, e_{n}\right)\right|^{2}$ converges and

$$
\sum_{n=1}^{\infty}\left|\left(x, e_{n}\right)\right|^{2} \leq\|x\|^{2}
$$

## Proof

For each $k \in \mathbb{N}$ let $y_{k}=\sum_{n=1}^{k}\left(x, e_{n}\right) e_{n}$. Then,

$$
\begin{aligned}
\left\|x-y_{k}\right\|^{2} & =\left(x-y_{k}, x-y_{k}\right) \\
& =\|x\|^{2}-\sum_{n=1}^{k} \overline{\left(x, e_{n}\right)}\left(x, e_{n}\right)-\sum_{n=1}^{k}\left(x, e_{n}\right)\left(e_{n}, x\right)+\left\|y_{k}\right\|^{2} \\
& =\|x\|^{2}-\sum_{n=1}^{k}\left|\left(x, e_{n}\right)\right|^{2}
\end{aligned}
$$

(applying Theorem 3.22 to $\left\|y_{k}\right\|^{2}$ ). Thus,

$$
\sum_{n=1}^{k}\left|\left(x, e_{n}\right)\right|^{2}=\|x\|^{2}-\left\|x-y_{k}\right\|^{2} \leq\|x\|^{2},
$$

and hence this sequence of partial sums is increasing and bounded above so the result follows.

The next result gives conditions on the coefficients $\left\{\alpha_{n}\right\}$ which guarantee the convergence of a general series $\sum_{n=1}^{\infty} \alpha_{n} e_{n}$.

## Theorem 3.42

Let $\mathcal{H}$ be a Hilbert space and let $\left\{e_{n}\right\}$ be an orthonormal sequence in $\mathcal{H}$. Let $\left\{\alpha_{n}\right\}$ be a sequence in $\mathbb{F}$. Then the series $\sum_{n=1}^{\infty} \alpha_{n} e_{n}$ converges if and only if $\sum_{n=1}^{\infty}\left|\alpha_{n}\right|^{2}<\infty$. If this holds, then

$$
\left\|\sum_{n=1}^{\infty} \alpha_{n} e_{n}\right\|^{2}=\sum_{n=1}^{\infty}\left|\alpha_{n}\right|^{2} .
$$

## Proof

$(\Rightarrow)$ Suppose that $\sum_{n=1}^{\infty} \alpha_{n} e_{n}$ converges and let $x=\sum_{n=1}^{\infty} \alpha_{n} e_{n}$. Then for any $m \in \mathbb{N}$,

$$
\left(x, e_{m}\right)=\lim _{k \rightarrow \infty}\left(\sum_{n=1}^{k} \alpha_{n} e_{n}, e_{m}\right)=\alpha_{m}
$$

(since, ultimately, $k \geq m$ ). Therefore, by Bessel's inequality,

$$
\sum_{n=1}^{\infty}\left|\alpha_{n}\right|^{2}=\sum_{n=1}^{\infty}\left|\left(x, e_{n}\right)\right|^{2} \leq\|x\|^{2}<\infty
$$

$(\Leftarrow)$ Suppose that $\sum_{n=1}^{\infty}\left|\alpha_{n}\right|^{2}<\infty$ and, for each $k \in \mathbb{N}$, let $x_{k}=\sum_{n=1}^{k} \alpha_{n} e_{n}$. By Theorem 3.22, for any $j, k \in \mathbb{N}$ with $k>j$,

$$
\left\|x_{k}-x_{j}\right\|^{2}=\left\|\sum_{n=j+1}^{k} \alpha_{n} e_{n}\right\|^{2}=\sum_{n=j+1}^{k}\left|\alpha_{n}\right|^{2}
$$

Since $\sum_{n=1}^{\infty}\left|\alpha_{n}\right|^{2}<\infty$, the partial sums of this series converge and so form a Cauchy sequence. Therefore the sequence $\left\{x_{k}\right\}$ is a Cauchy sequence in $\mathcal{H}$, and hence converges.

Finally,

$$
\begin{array}{rlr}
\left\|\sum_{n=1}^{\infty} \alpha_{n} e_{n}\right\|^{2} & =\lim _{k \rightarrow \infty}\left\|\sum_{n=1}^{k} \alpha_{n} e_{n}\right\|^{2} \quad \text { (by Theorem 2.11) } \\
& =\lim _{k \rightarrow \infty} \sum_{n=1}^{k}\left|\alpha_{n}\right|^{2} \quad \text { (by Theorem 3.22) } \\
& =\sum_{n=1}^{\infty}\left|\alpha_{n}\right|^{2} .
\end{array}
$$

## Remark 3.43

The result of Theorem 3.42 can be rephrased as: the series $\sum_{n=1}^{\infty} \alpha_{n} e_{n}$ converges if and only if the sequence $\left\{\alpha_{n}\right\} \in \ell^{2}$.

We can now answer question (a) above.

## Corollary 3.44

Let $\mathcal{H}$ be a Hilbert space and let $\left\{e_{n}\right\}$ be an orthonormal sequence in $\mathcal{H}$. For any $x \in \mathcal{H}$ the series $\sum_{n=1}^{\infty}\left(x, e_{n}\right) e_{n}$ converges.

## Proof

By Bessel's inequality, $\sum_{n=1}^{\infty}\left|\left(x, e_{n}\right)\right|^{2}<\infty$, so by Theorem 3.42 the series $\sum_{n=1}^{\infty}\left(x, e_{n}\right) e_{n}$ converges.

We next consider question (b), that is, when does the series in (3.5) converge to $x$ ? Without further conditions on the sequence there is certainly no reason why the series should converge.

## Example 3.45

In $\mathbb{R}^{3}$, consider the orthonormal set $\left\{\widehat{e}_{1}, \widehat{e}_{2}\right\}$, and let $x=(3,0,4)$, say. Then

$$
\left(x, \widehat{e}_{1}\right) \widehat{e}_{1}+\left(x, \widehat{e}_{2}\right) \widehat{e}_{2} \neq x
$$

It is clear that in this example the problem arises because the orthonormal set $\left\{\widehat{e}_{1}, \widehat{e}_{2}\right\}$ does not have enough vectors to span the space $\mathbb{R}^{3}$, that is, it is not a basis. We have not so far defined the idea of a basis in infinite-dimensional spaces, but a similar problem can occur, even with orthonormal sequences having infinitely many vectors.

## Example 3.46

Let $\left\{e_{n}\right\}$ be an orthonormal sequence in a Hilbert space $\mathcal{H}$, and let $S$ be the subsequence $S=\left\{e_{2 n}\right\}_{n \in \mathbb{N}}$ (that is, $S$ consists of just the even terms in the sequence $\left\{e_{n}\right\}$ ). Then $S$ is an orthonormal sequence in $\mathcal{H}$ with infinitely many elements, but, for instance, $e_{1} \neq \sum_{n=1}^{\infty} \alpha_{2 n} e_{2 n}$, for any numbers $\alpha_{2 n}$.

## Solution

Since $S$ is a subset of an orthonormal sequence it is also an orthonormal sequence. Suppose now that the vector $e_{1}$ can be expressed as $e_{1}=\sum_{n=1}^{\infty} \alpha_{2 n} e_{2 n}$,
for some numbers $\alpha_{2 n}$. Then, by Lemma 3.17,

$$
0=\left(e_{1}, e_{2 m}\right)=\lim _{k \rightarrow \infty}\left(\sum_{n=1}^{k} \alpha_{2 n} e_{2 n}, e_{2 m}\right)=\alpha_{2 m}
$$

for all $m \in \mathbb{N}$, and hence $e_{1}=\sum_{n=1}^{\infty} \alpha_{2 n} e_{2 n}=0$, which contradicts the orthonormality of the sequence $\left\{e_{n}\right\}$.

We now give various conditions which ensure that (3.5) holds for all $x \in \mathcal{H}$.

## Theorem 3.47

Let $\mathcal{H}$ be a Hilbert space and let $\left\{e_{n}\right\}$ be an orthonormal sequence in $\mathcal{H}$. The following conditions are equivalent:
(a) $\left\{e_{n}: n \in \mathbb{N}\right\}^{\perp}=\{0\}$;
(b) $\overline{\mathrm{Sp}}\left\{e_{n}: n \in \mathbb{N}\right\}=\mathcal{H}$;
(c) $\|x\|^{2}=\sum_{n=1}^{\infty}\left|\left(x, e_{n}\right)\right|^{2}$ for all $x \in \mathcal{H}$;
(d) $x=\sum_{n=1}^{\infty}\left(x, e_{n}\right) e_{n}$ for all $x \in \mathcal{H}$.

## Proof

$(\mathrm{a}) \Rightarrow(\mathrm{d})$ Let $x \in \mathcal{H}$ and let $y=x-\sum_{n=1}^{\infty}\left(x, e_{n}\right) e_{n}$. For each $m \in \mathbb{N}$,

$$
\begin{aligned}
\left(y, e_{m}\right) & =\left(x, e_{m}\right)-\lim _{k \rightarrow \infty}\left(\sum_{n=1}^{k}\left(x, e_{n}\right) e_{n}, e_{m}\right) \quad(\text { by Lemma 3.17) } \\
& =\left(x, e_{m}\right)-\lim _{k \rightarrow \infty} \sum_{n=1}^{k}\left(x, e_{n}\right)\left(e_{n}, e_{m}\right) \\
& =\left(x, e_{m}\right)-\left(x, e_{m}\right)=0
\end{aligned}
$$

Therefore property (a) implies that $y=0$, and so $x=\sum_{n=1}^{\infty}\left(x, e_{n}\right) e_{n}$ for any $x \in \mathcal{H}$. Hence, property (d) holds.
$(\mathrm{d}) \Rightarrow(\mathrm{b})$ For any $x \in \mathcal{H}, x=\lim _{k \rightarrow \infty} \sum_{n=1}^{k}\left(x, e_{n}\right) e_{n}$. But $\sum_{n=1}^{k}\left(x, e_{n}\right) e_{n} \in$ $\operatorname{Sp}\left\{e_{1}, \ldots, e_{k}\right\}$, so $x \in \overline{\operatorname{Sp}}\left\{e_{n}: n \in \mathbb{N}\right\}$, which is property (b).
$(\mathrm{d}) \Rightarrow(\mathrm{c})$ This follows immediately from Theorem 3.22.
(b) $\Rightarrow$ (a) Suppose that $y \in\left\{e_{n}: n \in \mathbb{N}\right\}^{\perp}$. Then $\left(y, e_{n}\right)=0$ for all $n \in \mathbb{N}$, and so $e_{n} \in\{y\}^{\perp}$, for all $n \in \mathbb{N}$. But by part (f) of Lemma 3.29, $\{y\}^{\perp}$ is a closed linear subspace, so this shows that $\mathcal{H}=\overline{\mathrm{Sp}}\left\{e_{n}\right\} \subset\{y\}^{\perp}$. It follows that $y \in\{y\}^{\perp}$, hence $(y, y)=0$, and so $y=0$.
$(\mathrm{c}) \Rightarrow(\mathrm{a})$ If $\left(x, e_{n}\right)=0$ for all $n \in \mathbb{N}$, then by (c), $\|x\|^{2}=\sum_{n=1}^{\infty}\left|\left(x, e_{n}\right)\right|^{2}=0$, so $x=0$.

## Remark 3.48

The linear span ( $\mathrm{Sp}\left\{e_{n}\right\}$ ) of the set $\left\{e_{n}\right\}$ consists of all possible finite linear combinations of the vectors in $\left\{e_{n}\right\}$, that is, all possible finite sums in the expansion (3.5). However, for (3.5) to hold for all $x \in \mathcal{H}$ it is necessary to also consider infinite sums in (3.5). This corresponds to considering the closed linear span ( $\overline{\mathrm{Sp}}\left\{e_{n}\right\}$ ). In finite dimensions the linear span is necessarily closed, and so equals the closed linear span, so it is not necessary to distinguish between these concepts in finite-dimensional linear algebra.

## Definition 3.49

Let $\mathcal{H}$ be a Hilbert space and let $\left\{e_{n}\right\}$ be an orthonormal sequence in $\mathcal{H}$. Then $\left\{e_{n}\right\}$ is called an orthonormal basis for $\mathcal{H}$ if any of the conditions in Theorem 3.47 hold.

## Remark 3.50

Some books call an orthonormal basis $\left\{e_{n}\right\}$ a complete orthonormal sequence the sequence is "complete" in the sense that there are enough vectors in it to span the space (as in Theorem 3.47). We prefer not to use the term "complete" in this sense to avoid confusion with the previous use of "complete" to describe spaces in which all Cauchy sequences converge.

The result in part (c) of Theorem 3.47 is sometimes called Parseval's theorem. Comparing Lemma 3.41 with Theorem 3.47 we see that Parseval's theorem corresponds to the case when equality holds in Bessel's inequality. Parseval's theorem holds for orthonormal bases while Bessel's inequality holds for general orthonormal sequences. In fact, if an orthonormal sequence $\left\{e_{n}\right\}$ is not an orthonormal basis then there must be vectors $x \in \mathcal{H}$ for which Bessel's inequality holds with strict inequality (see Exercise 3.21).

It is usually relatively easy to decide whether a given sequence is orthonormal, but in general it is usually rather difficult to decide whether a given orthonormal sequence is actually a basis. In Examples 3.38 and 3.39 we saw two orthonormal sequences in infinite-dimensional spaces. Both are in fact orthonormal bases. It is easy to check this for the first, see Example 3.51, but the second is rather more complicated and will be dealt with in Section 3.5, where we discuss Fourier series. However, we note that in infinite dimensions
the components $\left(x, e_{n}\right)$ in the expansion (3.5) are often called the Fourier coefficients of $x$ with respect to the basis $\left\{e_{n}\right\}$ (by analogy with the theory of Fourier series).

## Example 3.51

The orthonormal sequence $\left\{\widetilde{e}_{n}\right\}$ in $\ell^{2}$ given in Example 3.38 is an orthonormal basis. This basis will be called the standard orthonormal basis in $\ell^{2}$.

## Solution

Let $x=\left\{x_{n}\right\} \in \ell^{2}$. Then by definition,

$$
\|x\|^{2}=\sum_{n=1}^{\infty}\left|x_{n}\right|^{2}=\sum_{n=1}^{\infty}\left|\left(x, e_{n}\right)\right|^{2} .
$$

Thus by part (c) of Theorem 3.47, $\left\{e_{n}\right\}$ is an orthonormal basis.
We emphasize that although the sequence $\left\{\widetilde{e}_{n}\right\}$ is an orthonormal basis in the space $\ell^{2}$, this says nothing about this sequence being a basis in the space $\ell^{p}$ when $p \neq 2$. In fact, we have given no definition of the idea of a basis in an infinite dimensional space other than an orthonormal basis in a Hilbert space.

Theorem 3.40 showed that any infinite-dimensional Hilbert space $\mathcal{H}$ contains an orthonormal sequence. However, there is no reason to suppose that this sequence is a basis. The question now arises - do all Hilbert spaces have orthonormal bases? The answer is no. There exist Hilbert spaces which are too "large" to be spanned by the countable collection of vectors in a sequence. In this section we will show that a Hilbert space has an orthonormal basis if and only if it is separable (that is, it contains a countable, dense subset). In a sense, the countability condition in the definition of separability ensures that such spaces are "small enough" to be spanned by a countable orthonormal basis.

We begin with some illustrations of the idea of separability in the context of vector spaces. As noted in Chapter 1 , the space $\mathbb{R}$ is separable since the set of rational numbers is countable and dense in $\mathbb{R}$. Similarly, $\mathbb{C}$ is separable since the set of complex numbers of the form $p+i q$, with $p$ and $q$ rational, is countable and dense in $\mathbb{C}$ (for convenience, we will call numbers of this form complex rationals). A very common method of constructing countable dense sets is to take a general element of the space, expressed in terms of certain naturally occurring real or complex coefficients, and restrict these coefficients to be rationals or complex rationals. Also, in the vector space context, infinite sums are replaced by finite sums of arbitrarily large length. The proof of the following theorem illustrates these ideas. The theorem is an extremely important result on separable Hilbert spaces.

## Theorem 3.52

(a) Finite dimensional normed vector spaces are separable.
(b) An infinite-dimensional Hilbert space $\mathcal{H}$ is separable if and only if it has an orthonormal basis.

## Proof

(a) Let $X$ be a finite-dimensional, real normed vector space, and let $\left\{e_{1}, \ldots, e_{k}\right\}$ be a basis for $X$. Then the set of vectors having the form $\sum_{n=1}^{k} \alpha_{n} e_{n}$, with $\alpha_{n}$ a rational is countable and dense (the proof of density is similar to the proof below in part (b)), so $X$ is separable. In the complex case we use complex rational coefficients $\alpha_{n}$.
(b) Suppose that $\mathcal{H}$ is infinite-dimensional and separable, and let $\left\{x_{n}\right\}$ be a countable, dense sequence in $\mathcal{H}$. We construct a new sequence $\left\{y_{n}\right\}$ by omitting every member of the sequence $\left\{x_{n}\right\}$ which is a linear combination of the preceding members of the sequence. By this construction the sequence $\left\{y_{n}\right\}$ is linearly independent. Now, by inductively applying the Gram-Schmidt algorithm (see the proof of part (b) of Lemma 3.20) to the sequence $\left\{y_{n}\right\}$ we can construct an orthonormal sequence $\left\{e_{n}\right\}$ in $\mathcal{H}$ with the property that for each $k \geq 1, \operatorname{Sp}\left\{e_{1}, \ldots, e_{k}\right\}=\operatorname{Sp}\left\{y_{1}, \ldots, y_{k}\right\}$. Thus,

$$
\operatorname{Sp}\left\{e_{n}: n \in \mathbb{N}\right\}=\operatorname{Sp}\left\{y_{n}: n \in \mathbb{N}\right\}=\operatorname{Sp}\left\{x_{n}: n \in \mathbb{N}\right\}
$$

Since the sequence $\left\{x_{n}\right\}$ is dense in $\mathcal{H}$ it follows that $\overline{\operatorname{Sp}}\left\{e_{n}: n \in \mathbb{N}\right\}=\mathcal{H}$, and so, by Theorem 3.47, $\left\{e_{n}\right\}$ is an orthonormal basis for $\mathcal{H}$.

Now suppose that $\mathcal{H}$ has an orthonormal basis $\left\{e_{n}\right\}$. The set of elements $x \in \mathcal{H}$ expressible as a finite sum of the form $x=\sum_{n=1}^{k} \alpha_{n} e_{n}$, with $k \in \mathbb{N}$ and rational (or complex rational) coefficients $\alpha_{n}$, is clearly countable, so to show that $\mathcal{H}$ is separable we must show that this set is dense. To do this, choose arbitrary $y \in \mathcal{H}$ and $\epsilon>0$. Then $y$ can be written in the form $y=\sum_{n=1}^{\infty} \beta_{n} e_{n}$, with $\sum_{n=1}^{\infty}\left|\beta_{n}\right|^{2}<\infty$, so there exists an integer $N$ such that $\sum_{n=N+1}^{\infty}\left|\beta_{n}\right|^{2}<\epsilon^{2} / 2$. Now, for each $n=1, \ldots, N$, we choose rational coefficients $\alpha_{n}$, such that $\left|\beta_{n}-\alpha_{n}\right|^{2}<\epsilon^{2} / 2 N$, and let $x=\sum_{n=1}^{N} \alpha_{n} e_{n}$. Then

$$
\|y-x\|^{2}=\sum_{n=1}^{N}\left|\beta_{n}-\alpha_{n}\right|^{2}+\sum_{n=N+1}^{\infty}\left|\beta_{n}\right|^{2}<\epsilon^{2}
$$

which shows that the above set is dense, by part (f) of Theorem 1.25.

## Example 3.53

The Hilbert space $\ell^{2}$ is separable.

It will be shown in Section 3.5 that the space $L^{2}[a, b], a, b \in \mathbb{R}$, has an orthonormal basis, so is also separable. In addition, by an alternative argument it will be shown that $C[a, b]$ is separable. In fact, most spaces which arise in applications are separable.

## EXERCISES

3.21 Use Example 3.46 to find an orthonormal sequence in a Hilbert space $\mathcal{H}$ and a vector $x \in \mathcal{H}$ for which Bessel's inequality holds with strict inequality.
3.22 Let $\mathcal{H}$ be a Hilbert space and let $\left\{e_{n}\right\}$ be an orthonormal sequence in $\mathcal{H}$. Determine whether the following series converge in $\mathcal{H}$ :
(a) $\sum_{n=1}^{\infty} n^{-1} e_{n}$;
(b) $\sum_{n=1}^{\infty} n^{-1 / 2} e_{n}$.
3.23 Let $\mathcal{H}$ be a Hilbert space and let $\left\{e_{n}\right\}$ be an orthonormal basis in $\mathcal{H}$. Let $\rho: \mathbb{N} \rightarrow \mathbb{N}$ be a permutation of $\mathbb{N}$ (so that for all $x \in \mathcal{H}$, $\left.\sum_{n=1}^{\infty}\left|\left(x, e_{\rho(n)}\right)\right|^{2}=\sum_{n=1}^{\infty}\left|\left(x, e_{n}\right)\right|^{2}\right)$. Show that:
(a) $\sum_{n=1}^{\infty}\left(x, e_{\rho(n)}\right) e_{n}$ converges for all $x \in \mathcal{H}$;
(b) $\left\|\sum_{n=1}^{\infty}\left(x, e_{\rho(n)}\right) e_{n}\right\|^{2}=\|x\|^{2}$ for all $x \in \mathcal{H}$.
3.24 Let $\mathcal{H}$ be a Hilbert space and let $\left\{e_{n}\right\}$ be an orthonormal basis in $\mathcal{H}$. Prove that the Parseval relation

$$
(x, y)=\sum_{n=1}^{\infty}\left(x, e_{n}\right)\left(e_{n}, y\right)
$$

holds for all $x, y \in \mathcal{H}$.
3.25 Show that a metric space $M$ is separable if and only if $M$ has a countable subset $A$ with the property: for every integer $k \geq 1$ and every $x \in X$ there exists $a \in A$ such that $d(x, a)<1 / k$.

Show that any subset $N$ of a separable metric space $M$ is separable. [Note: separability of $M$ ensures that there is a countable dense
subset of $M$, but none of the elements of this set need belong to $N$. Thus it is necessary to construct a countable dense subset of $N$.]
3.26 Suppose that $\mathcal{H}$ is a separable Hilbert space and $Y \subset \mathcal{H}$ is a closed linear subspace. Show that there is an orthonormal basis for $\mathcal{H}$ consisting only of elements of $Y$ and $Y^{\perp}$.

### 3.5 Fourier Series

In this section we will prove that the orthonormal sequence in Example 3.39 is a basis for $L_{\mathbb{C}}^{2}[-\pi, \pi]$, and we will also consider various related bases consisting of sets of trigonometric functions.

## Theorem 3.54

The set of functions

$$
C=\left\{c_{0}(x)=(1 / \pi)^{1 / 2}, c_{n}(x)=(2 / \pi)^{1 / 2} \cos n x: n \in \mathbb{N}\right\}
$$

is an orthonormal basis in $L^{2}[0, \pi]$.

## Proof

We first consider $L_{\mathbb{R}}^{2}[0, \pi]$. It is easy to check that $C$ is orthonormal. Thus by Theorem 3.47 we must show that $\mathrm{Sp} C$ is dense in $L_{\mathbb{R}}^{2}[0, \pi]$. We will combine the approximation properties in Theorems 1.40 and 1.62 to do this.

Firstly, by Theorem 1.62 there is a function $g_{1} \in C_{\mathbb{R}}[0, \pi]$ with $\left\|g_{1}-f\right\|<\epsilon / 2$ (here, $\|\cdot\|$ denotes the $L_{\mathbb{R}}^{2}[0, \pi]$ norm). Thus it is sufficient to show that for any function $g_{1} \in C_{\mathbb{R}}[0, \pi]$ there is a function $g_{2} \in \operatorname{Sp} C$ with $\left\|g_{2}-g_{1}\right\|<\epsilon / 2$ (it will then follow that there is a function $g_{2} \in \operatorname{Sp} C$ such that $\left.\left\|g_{2}-f\right\|<\epsilon\right)$.

Now suppose that $g_{1} \in C_{\mathbb{R}}[0, \pi]$ is arbitrary. We recall that the function $\cos ^{-1}:[-1,1] \rightarrow[0, \pi]$ is a continuous bijection, so we may define a function $h \in$ $C_{\mathbb{R}}[-1,1]$ by $h(s)=g_{1}\left(\cos ^{-1} s\right)$ for $s \in[-1,1]$. It follows from Theorem 1.40 that there is a polynomial $p$ such that $|h(s)-p(s)|<\epsilon / 2 \sqrt{\pi}$ for all $s \in[-1,1]$, and hence, writing $g_{2}(x)=p(\cos x)$, we have $\left|g_{2}(x)-g_{1}(x)\right|<\epsilon / 2 \sqrt{\pi}$ for all $x \in[0, \pi]$, and so $\left\|g_{2}-g_{1}\right\|<\epsilon / 2$. But standard trigonometry now shows that any polynomial in $\cos x$ of the form $\sum_{n=0}^{m} \alpha_{n}(\cos x)^{n}$ can be rewritten in the form $\sum_{n=0}^{m} \beta_{n} \cos n x$, which shows that $g_{2} \in \mathrm{Sp} C$, and so completes the proof in the real case.

In the complex case, for any $f \in L_{\mathbb{C}}^{2}[0, \pi]$ we let $f_{\mathbb{R}}, f_{\mathbb{C}} \in L_{\mathbb{R}}^{2}[0, \pi]$ denote the functions obtained by taking the real and imaginary parts of $f$, and we apply
the result just proved to these functions to obtain

$$
f=f_{\mathbb{R}}+i f_{\mathbb{C}}=\sum_{n=0}^{\infty} \alpha_{n} c_{n}+i \sum_{n=0}^{\infty} \beta_{n} c_{n}=\sum_{n=0}^{\infty}\left(\alpha_{n}+i \beta_{n}\right) c_{n}
$$

which proves the result in the complex case.

From Theorems 3.52 and 3.54 we have the following result.

Corollary 3.55
The space $L^{2}[0, \pi]$ is separable.

## Theorem 3.56

The set of functions

$$
S=\left\{s_{n}(x)=(2 / \pi)^{1 / 2} \sin n x: n \in \mathbb{N}\right\}
$$

is an orthonormal basis in $L^{2}[0, \pi]$.

## Proof

The proof is similar to the proof of the previous theorem so we will merely sketch it. This time we first approximate $f$ (in $L_{\mathbb{R}}^{2}[0, \pi]$ ) by a function $f_{\delta}$, with $\delta>0$, defined by

$$
f_{\delta}(x)= \begin{cases}0, & \text { if } x \in[0, \delta] \\ f(x), & \text { if } x \in(\delta, \pi]\end{cases}
$$

(clearly, $\left\|f-f_{\delta}\right\|$ can be made arbitrarily small by choosing $\delta$ sufficiently small). Then the function $f_{\delta}(x) / \sin x$ belongs to $L_{\mathbb{R}}^{2}[0, \pi]$, so by the previous proof it can be approximated by functions of the form $\sum_{n=0}^{m} \alpha_{n} \cos n x$, and hence $f(x)$ can be approximated by functions of the form

$$
\sum_{n=0}^{m} \alpha_{n} \cos n x \sin x=\frac{1}{2} \sum_{n=0}^{m} \alpha_{n}(\sin (n+1) x-\sin (n-1) x)
$$

The latter function is an element of $\operatorname{Sp} S$, which completes the proof.
It follows from Theorems 3.54, 3.56, and 3.47, that an arbitrary function $f \in L^{2}[0, \pi]$ can be represented in either of the forms

$$
\begin{equation*}
f=\sum_{n=0}^{\infty}\left(f, c_{n}\right) c_{n}, \quad \sum_{n=1}^{\infty}\left(f, s_{n}\right) s_{n} \tag{3.6}
\end{equation*}
$$

where the convergence is in the $L^{2}[0, \pi]$ sense. These series are called, respectively, Fourier cosine and sine series expansions of $f$. Other forms of Fourier series expansions can be obtained from the following corollary.

## Corollary 3.57

The sets of functions

$$
\begin{aligned}
& E=\left\{e_{n}(x)=(2 \pi)^{-1 / 2} e^{i n x}: n \in \mathbb{Z}\right\} \\
& F=\left\{2^{-1 / 2} c_{0}, 2^{-1 / 2} c_{n}, 2^{-1 / 2} s_{n}: n \in \mathbb{N}\right\}
\end{aligned}
$$

are orthonormal bases in the space $L_{\mathbb{C}}^{2}[-\pi, \pi]$. The set $F$ is also an orthonormal basis in the space $L_{\mathbb{R}}^{2}[-\pi, \pi]$ (the set $E$ is clearly not appropriate for the space $L_{\mathbb{R}}^{2}[-\pi, \pi]$ since the functions in $E$ are complex).

## Proof

Again it is easy to check that the set $F$ is orthonormal in $L_{\mathbb{F}}^{2}[-\pi, \pi]$. Suppose that $F$ is not a basis for $L_{\mathbb{F}}^{2}[-\pi, \pi]$. Then, by part (a) of Theorem 3.47, there exists a non-zero function $f \in L_{\mathbb{F}}^{2}[-\pi, \pi]$ such that $\left(f, c_{0}\right)=0,\left(f, c_{n}\right)=0$ and $\left(f, s_{n}\right)=0$, for all $n \in \mathbb{N}$, which can be rewritten as,

$$
\begin{aligned}
& 0=\int_{-\pi}^{\pi} f(x) d x=\int_{0}^{\pi}(f(x)+f(-x)) d x \\
& 0=\int_{-\pi}^{\pi} f(x) \cos n x d x=\int_{0}^{\pi}(f(x)+f(-x)) \cos n x d x \\
& 0=\int_{-\pi}^{\pi} f(x) \sin n x d x=\int_{0}^{\pi}(f(x)-f(-x)) \sin n x d x
\end{aligned}
$$

Thus, by part (a) of Theorem 3.47 and Theorems 3.54 and 3.56 , it follows that for a.e. $x \in[0, \pi]$,

$$
\begin{aligned}
& f(x)+f(-x)=0 \\
& f(x)-f(-x)=0
\end{aligned}
$$

and hence $f(x)=0$ for a.e. $x \in[-\pi, \pi]$. But this contradicts the assumption that $f \neq 0$ in $L_{\mathbb{F}}^{2}[-\pi, \pi]$, so $F$ must be a basis. Next, it was shown in Example 3.39 that the set $E$ is orthonormal in $L_{\mathbb{C}}^{2}[-\pi, \pi]$, and it follows from the formula $e^{i n \theta}=\cos n \theta+i \sin n \theta$ that $\operatorname{Sp} E$ is equal to $\operatorname{Sp} F$, so $E$ is also an orthonormal basis.

The above results give the basic theory of Fourier series in an $L^{2}$ setting. This theory is simple and elegant, but there is much more to the theory of Fourier series than this. For instance, one could consider the convergence of
the various series in the pointwise sense (that is, for each $x$ in the interval concerned), or uniformly, for all $x$ in the interval. A result in this area will be obtained in Corollary 8.30, but we will not consider these topics further here.

Finally, we note that there is nothing special about the interval $[0, \pi]$ (and $[-\pi, \pi])$ used above. By the change of variables $x \rightarrow \tilde{x}=a+(b-a) x / \pi$ in the above proofs we see that they are valid for a general interval $[a, b]$.

## EXERCISES

3.27 Show that for any $b>a$ the set of polynomials with rational (or complex rational) coefficients is dense in the spaces: (a) $C[a, b] ;$ (b) $L^{2}[a, b]$.
Deduce that the space $C[a, b]$ is separable.
3.28 (Legendre polynomials) For each integer $n \geq 0$, define the polynomials

$$
u_{n}(x)=\left(x^{2}-1\right)^{n}, \quad P_{n}(x)=\frac{1}{2^{n} n!} \frac{d^{n} u_{n}}{d x^{n}}
$$

(clearly, $u_{n}$ has order $2 n$, while $P_{n}$ has order $n$ ). The polynomials $P_{n}$ are called Legendre polynomials. We consider these polynomials on the interval $[-1,1]$, and let $\mathcal{H}=L^{2}[-1,1]$, with the standard inner product $(\cdot, \cdot)$. Prove the following results.
(a) $d^{2 n} u_{n} / d x^{2 n}(x) \equiv(2 n)!$.
(b) $\left(P_{m}, P_{n}\right)=0$, for $m, n \geq 0, m \neq n$.
(c) $\left\|P_{n}\right\|^{2}=\left(2^{n} n!\right)^{2} \frac{2}{2 n+1}$, for $n \geq 0$.
(d) $\left\{e_{n}=\sqrt{\frac{2 n+1}{2}} P_{n}: n \geq 0\right\}$ is an orthonormal basis for $\mathcal{H}$.
[Hint: use integration by parts, noting that $u_{n}$, and its derivatives to order $n-1$, are zero at $\pm 1$.]

## Linear Operators

### 4.1 Continuous Linear Transformations

Now that we have studied some of the properties of normed spaces we turn to look at functions which map one normed space into another. The simplest maps between two vector spaces are the ones which respect the linear structure, that is, the linear transformations. We recall the convention introduced in Chapter 1 that if we have two vector spaces $X$ and $Y$ and a linear transformation from $X$ to $Y$ it is taken for granted that $X$ and $Y$ are vector spaces over the same scalar field. Since normed vector spaces have a metric associated with the norm, and continuous functions between metric spaces are in general more important than functions which are not continuous, the important maps between normed vector spaces will be the continuous linear transformations.

After giving examples of these, we fix two normed spaces $X$ and $Y$ and look at the space of all continuous linear transformations from $X$ to $Y$. We show this space is also a normed vector space and then study in more detail the cases when $Y=\mathbb{F}$ and when $Y=X$. In the latter case we will see that it is possible to define the product of continuous linear transformations. The final section of this chapter is devoted to determining when a continuous linear transformation has an inverse.

We start by studying continuous linear transformations. Before we look at examples of continuous linear transformations, it is convenient to give alternative characterizations of continuity for linear transformations. A notational convention should be clarified here. If $X$ and $Y$ are normed spaces and $T: X \rightarrow Y$
is a linear transformation, the norm of an element of $X$ and the norm of an element of $Y$ will frequently occur in the same equation. We should therefore introduce notation which distinguishes between these norms. In practice we just use the symbol $\|\cdot\|$ for the norm on both spaces as it is usually easy to determine which space an element is in and therefore, implicitly, to which norm we are referring. We recall also that if we write down one of the spaces in Examples 2.2, 2.4, 2.5 and 2.6 without explicitly mentioning a norm, it is assumed that the norm on this space is the standard norm.

## Lemma 4.1

Let $X$ and $Y$ be normed linear spaces and let $T: X \rightarrow Y$ be a linear transformation. The following are equivalent:
(a) $T$ is uniformly continuous;
(b) $T$ is continuous;
(c) $T$ is continuous at 0 ;
(d) there exists a positive real number $k$ such that $\|T(x)\| \leq k$ whenever $x \in X$ and $\|x\| \leq 1$;
(e) there exists a positive real number $k$ such that $\|T(x)\| \leq k\|x\|$ for all $x \in X$.

## Proof

The implications $(\mathrm{a}) \Rightarrow(\mathrm{b})$ and $(\mathrm{b}) \Rightarrow(\mathrm{c})$ hold in more generality so all that is required to be proved is $(\mathrm{c}) \Rightarrow(\mathrm{d}),(\mathrm{d}) \Rightarrow(\mathrm{e})$ and $(\mathrm{e}) \Rightarrow(\mathrm{a})$.
(c) $\Rightarrow(\mathrm{d})$. As $T$ is continuous at 0 , taking $\epsilon=1$ there exists a $\delta>0$ such that $\|T(x)\|<1$ when $x \in X$ and $\|x\|<\delta$. Let $w \in X$ with $\|w\| \leq 1$. As

$$
\left\|\frac{\delta w}{2}\right\|=\frac{\delta}{2}\|w\| \leq \frac{\delta}{2}<\delta
$$

$\left\|T\left(\frac{\delta w}{2}\right)\right\|<1$ and as $T$ is a linear transformation $T\left(\frac{\delta w}{2}\right)=\frac{\delta}{2} T(w)$. Thus $\frac{\delta}{2}\|T(w)\|<1$ and so $\|T(w)\|<\frac{2}{\delta}$. Therefore condition (d) holds with $k=\frac{2}{\delta}$.
$(\mathrm{d}) \Rightarrow(\mathrm{e})$. Let $k$ be such that $\|T(x)\| \leq k$ whenever $x \in X$ and $\|x\| \leq 1$. Since $T(0)=0$ it is clear that $\|T(0)\| \leq k\|0\|$. Let $y \in X$ with $y \neq 0$. As $\left\|\frac{y}{\|y\|}\right\|=1$ we have $\left\|T\left(\frac{y}{\|y\|}\right)\right\| \leq k$. Since $T$ is a linear transformation

$$
\frac{1}{\|y\|}\|T(y)\|=\left\|\left(\frac{1}{\|y\|}\right) T(y)\right\|=\left\|T\left(\frac{y}{\|y\|}\right)\right\| \leq k
$$

and so $\|T(y)\| \leq k\|y\|$. Hence $\|T(x)\| \leq k\|x\|$ for all $x \in X$.
(e) $\Rightarrow$ (a). Since $T$ is a linear transformation,

$$
\|T(x)-T(y)\|=\|T(x-y)\| \leq k\|x-y\|
$$

for all $x, y \in X$. Let $\epsilon>0$ and let $\delta=\frac{\epsilon}{k}$. Then when $x, y \in X$ and $\|x-y\|<\delta$

$$
\|T(x)-T(y)\| \leq k\|x-y\|<k\left(\frac{\epsilon}{k}\right)=\epsilon .
$$

Therefore $T$ is uniformly continuous.

Having obtained these alternative characterizations of continuity of linear transformations, we can now look at some examples. It will normally be clear that the maps we are considering are linear transformations so we shall just concentrate on showing that they are continuous. It is usual to check continuity of linear transformations using either of the equivalent conditions (d) or (e) of Lemma 4.1.

## Example 4.2

The linear transformation $T: C_{\mathbb{F}}[0,1] \rightarrow \mathbb{F}$ defined by

$$
T(f)=f(0)
$$

is continuous.

## Solution

Let $f \in C_{\mathbb{C}}[0,1]$. Then

$$
|T(f)|=|f(0)| \leq \sup \{|f(x)|: x \in[0,1]\}=\|f\|
$$

Hence $T$ is continuous by condition (e) of Lemma 4.1 with $k=1$.

Before starting to check that a linear transformation $T$ is continuous it is sometimes first necessary to check that $T$ is well defined. Lemma 4.3 will be used to check that the following examples of linear transformations are well defined.

## Lemma 4.3

If $\left\{c_{n}\right\} \in \ell^{\infty}$ and $\left\{x_{n}\right\} \in \ell^{p}$, where $1 \leq p<\infty$, then $\left\{c_{n} x_{n}\right\} \in \ell^{p}$ and

$$
\begin{equation*}
\sum_{n=1}^{\infty}\left|c_{n} x_{n}\right|^{p} \leq\left\|\left\{c_{n}\right\}\right\|_{\infty}^{p} \sum_{n=1}^{\infty}\left|x_{n}\right|^{p} \tag{4.1}
\end{equation*}
$$

## Proof

Since $\left\{c_{n}\right\} \in \ell^{\infty}$ and $\left\{x_{n}\right\} \in \ell^{p}$ we have $\lambda=\left\|\left\{c_{n}\right\}\right\|_{\infty}=\sup \left\{\left|c_{n}\right|: n \in \mathbb{N}\right\}<\infty$ and $\sum_{n=1}^{\infty}\left|x_{n}\right|^{p}<\infty$. Since, for all $n \in \mathbb{N}$

$$
\left|c_{n} x_{n}\right|^{p} \leq \lambda^{p}\left|x_{n}\right|^{p}
$$

$\sum_{n=1}^{\infty}\left|c_{n} x_{n}\right|^{p}$ converges by the comparison test. Thus $\left\{c_{n} x_{n}\right\} \in \ell^{p}$ and the above inequality also verifies (4.1).

## Example 4.4

If $\left\{c_{n}\right\} \in \ell^{\infty}$ then the linear transformation $T: \ell^{1} \rightarrow \mathbb{F}$ defined by

$$
T\left(\left\{x_{n}\right\}\right)=\sum_{n=1}^{\infty} c_{n} x_{n}
$$

is continuous.

## Solution

Since $\left\{c_{n} x_{n}\right\} \in \ell^{1}$ by Lemma 4.3, it follows that $T$ is well defined. Moreover,

$$
\left|T\left(\left\{x_{n}\right\}\right)\right|=\left|\sum_{n=1}^{\infty} c_{n} x_{n}\right| \leq \sum_{n=1}^{\infty}\left|c_{n} x_{n}\right| \leq\left\|\left\{c_{n}\right\}\right\|_{\infty} \sum_{n=1}^{\infty}\left|x_{n}\right|=\left\|\left\{c_{n}\right\}\right\|_{\infty}\left\|\left\{x_{n}\right\}\right\|_{1}
$$

Hence $T$ is continuous by condition (e) of Lemma 4.1 with $k=\left\|\left\{c_{n}\right\}\right\|_{\infty}$.

## Example 4.5

If $\left\{c_{n}\right\} \in \ell^{\infty}$ then the linear transformation $T: \ell^{2} \rightarrow \ell^{2}$ defined by

$$
T\left(\left\{x_{n}\right\}\right)=\left\{c_{n} x_{n}\right\}
$$

is continuous.

## Solution

Let $\lambda=\left\|\left\{c_{n}\right\}\right\|_{\infty}$. Since $\left\{c_{n} x_{n}\right\} \in \ell^{2}$ by Lemma 4.3, it follows that $T$ is well defined. Moreover

$$
\left\|T\left(\left\{x_{n}\right\}\right)\right\|_{2}^{2}=\sum_{n=1}^{\infty}\left|c_{n} x_{n}\right|^{2} \leq \lambda^{2} \sum_{n=1}^{\infty}\left|x_{n}\right|^{2}=\lambda^{2}\left\|\left\{x_{n}\right\}\right\|_{2}^{2}
$$

Hence $T$ is continuous by condition (e) of Lemma 4.1 with $k=\left\|\left\{c_{n}\right\}\right\|_{\infty}$.

There is another notation for maps which satisfy condition (e) of Lemma 4.1 for some $k$.

## Definition 4.6

Let $X$ and $Y$ be normed linear spaces and let $T: X \rightarrow Y$ be a linear transformation. $T$ is said to be bounded if there exists a positive real number $k$ such that $\|T(x)\| \leq k\|x\|$ for all $x \in X$.

By Lemma 4.1 we can use the words continuous and bounded interchangeably for linear transformations. Note, however, that this is a different use of the word "bounded" from that used for functions from $\mathbb{R}$ to $\mathbb{R}$. For example if $T: \mathbb{R} \rightarrow \mathbb{R}$ is the linear transformation defined by $T(x)=x$ then $T$ is bounded in the sense given in Definition 4.6 but, of course, is not bounded in the usual sense of a bounded function. Despite this apparent conflict of usage there is not a serious problem since apart from the zero linear transformation, linear transformations are never bounded in the usual sense of bounded functions, so the word may be used in an alternative way. Since the term "bounded" gives a good indication of what has to be shown this compensates for the disadvantage of potential ambiguity. The use of this term also explains the abbreviation used in the following notation for the set of all continuous linear transformations between two normed spaces.

## Notation

Let $X$ and $Y$ be normed linear spaces. The set of all continuous linear transformations from $X$ to $Y$ is denoted by $B(X, Y)$. Elements of $B(X, Y)$ are also called bounded linear operators or linear operators or sometimes just operators.

If $X$ and $Y$ are normed linear spaces then $B(X, Y) \subseteq L(X, Y)$.

## Example 4.7

Let $a, b \in \mathbb{R}$, let $k:[a, b] \times[a, b] \rightarrow \mathbb{C}$ be continuous and let

$$
M=\sup \{|k(s, t)|:(s, t) \in[a, b] \times[a, b]\} .
$$

(a) If $g \in C[a, b]$, then $f:[a, b] \rightarrow \mathbb{C}$ defined by

$$
f(s)=\int_{a}^{b} k(s, t) g(t) d t
$$

is in $C[a, b]$.
(b) If the linear transformation $K: C[a, b] \rightarrow C[a, b]$ is defined by

$$
(K(g))(s)=\int_{a}^{b} k(s, t) g(t) d t
$$

then $K \in B(C[a, b], C[a, b])$ and

$$
\|K(g)\| \leq M(b-a)\|g\|
$$

## Solution

(a) Suppose that $\epsilon>0$ and $s \in[a, b]$. We let $k_{s} \in C[a, b]$ be the function $k_{s}(t)=k(s, t), t \in[a, b]$. Since the square $[a, b] \times[a, b]$ is a compact subset of $\mathbb{R}^{2}$, the function $k$ is uniformly continuous and so there exists $\delta>0$ such that if $\left|s-s^{\prime}\right|<\delta$ then $\left|k_{s}(t)-k_{s^{\prime}}(t)\right|<\epsilon$ for all $t \in[a, b]$. Hence

$$
\left|f(s)-f\left(s^{\prime}\right)\right| \leq \int_{a}^{b}\left|k(s, t)-k\left(s^{\prime}, t\right)\|g(t) \mid d t \leq \epsilon(b-a)\| g \|\right.
$$

Therefore $f$ is continuous.
(b) For all $s \in[a, b]$,

$$
|(K(g))(s)| \leq \int_{a}^{b}|k(s, t) g(t)| d t \leq \int_{a}^{b} M\|g\| d t=M(b-a)\|g\|
$$

Hence $\|K(g)\| \leq M(b-a)\|g\|$ and so $K \in B(C[a, b], C[a, b])$.
In Example 4.7 there are lots of brackets. To avoid being overwhelmed by these, if $T \in B(X, Y)$ and $x \in X$ it is usual to write $T x$ rather than $T(x)$.

The examples presented so far may give the impression that all linear transformations are continuous. Unfortunately, this is not the case as the following example shows.

## Example 4.8

Let $\mathcal{P}$ be the linear subspace of $C_{\mathbb{C}}[0,1]$ consisting of all polynomial functions. If $T: \mathcal{P} \rightarrow \mathcal{P}$ is the linear transformation defined by

$$
T(p)=p^{\prime}
$$

where $p^{\prime}$ is the derivative of $p$, then $T$ is not continuous.

## Solution

Let $p_{n} \in \mathcal{P}$ be defined by $p_{n}(t)=t^{n}$. Then

$$
\left\|p_{n}\right\|=\sup \left\{\left|p_{n}(t)\right|: t \in[0,1]\right\}=1
$$

while

$$
\left\|T\left(p_{n}\right)\right\|=\left\|p_{n}^{\prime}\right\|=\sup \left\{\left|p_{n}^{\prime}(t)\right|: t \in[0,1]\right\}=\sup \left\{\left|n t^{n-1}\right|: t \in[0,1]\right\}=n
$$

Therefore there does not exist $k \geq 0$ such that $\|T(p)\| \leq k\|p\|$ for all $p \in \mathcal{P}$, and so $T$ is not continuous.

The space $\mathcal{P}$ in Example 4.8 was not finite-dimensional, so it is natural to ask whether all linear transformations between finite-dimensional normed spaces are continuous. The answer is given in Theorem 4.9.

## Theorem 4.9

Let $X$ be a finite-dimensional normed space, let $Y$ be any normed linear space and let $T: X \rightarrow Y$ be a linear transformation. Then $T$ is continuous.

## Proof

To show this we first define a new norm on $X$. Since this will be different from the original norm, in this case we have to use notation which will distinguish between the two norms. Let $\|\cdot\|_{1}: X \rightarrow \mathbb{R}$ be defined by $\|x\|_{1}=\|x\|+\|T(x)\|$. We will show that $\|\cdot\|_{1}$ is a norm for $X$. Let $x, y \in X$ and let $\lambda \in \mathbb{F}$.
(i) $\|x\|_{1}=\|x\|+\|T(x)\| \geq 0$.
(ii) If $\|x\|_{1}=0$ then $\|x\|=\|T(x)\|=0$ and so $x=0$ while if $x=0$ then $\|x\|=\|T(x)\|=0$ and so $\|x\|_{1}=0$.
(iii) $\|\lambda x\|_{1}=\|\lambda x\|+\|T(\lambda x)\|=|\lambda|\|x\|+|\lambda|\|T(x)\|=|\lambda|(\|x\|+\|T(x)\|)$. $=|\lambda|\|x\|_{1}$

$$
\begin{align*}
\|x+y\|_{1} & =\|x+y\|+\|T(x+y)\|  \tag{iv}\\
& =\|x+y\|+\|T(x)+T(y)\| \\
& \leq\|x\|+\|y\|+\|T(x)\|+\|T(y)\| \\
& =\|x\|_{1}+\|y\|_{1} .
\end{align*}
$$

Hence $\|\cdot\|_{1}$ is a norm on $X$. Now, as $X$ is finite-dimensional, $\|\cdot\|$ and $\|\cdot\|_{1}$ are equivalent and so there exists $K>0$ such that $\|x\|_{1} \leq K\|x\|$ for all $x \in X$ by Corollary 2.17. Hence $\|T(x)\| \leq\|x\|_{1} \leq K\|x\|$ for all $x \in X$ and so $T$ is bounded.

If the domain of a linear transformation is finite-dimensional then the linear transformation is continuous by Theorem 4.9. Unfortunately, if the range is finite-dimensional instead, then the linear transformation need not be continuous as we see in Example 4.10, whose solution is left as an exercise.

## Example 4.10

Let $\mathcal{P}$ be the linear subspace of $C_{\mathbb{C}}[0,1]$ consisting of all polynomial functions. If $T: \mathcal{P} \rightarrow \mathbb{C}$ is the linear transformation defined by

$$
T(p)=p^{\prime}(1)
$$

where $p^{\prime}$ is the derivative of $p$, then $T$ is not continuous.

Now that we have seen how to determine whether a given linear transformation is continuous, we give some elementary properties of continuous linear transformations. We should remark here that although the link between matrices and linear transformations between finite-dimensional vector spaces given in Theorem 1.15 can be very useful, any possible extension to linear transformations between infinite-dimensional spaces is not so straightforward since both bases in infinite-dimensional spaces and infinite-sized matrices are much harder to manipulate. We will therefore only use the matrix representation of a linear transformation between finite-dimensional vector spaces.

## Lemma 4.11

If $X$ and $Y$ are normed linear spaces and $T: X \rightarrow Y$ is a continuous linear transformation then $\operatorname{Ker}(T)$ is closed.

## Proof

Since $T$ is continuous, $\operatorname{Ker}(T)=\{x \in X: T(x)=0\}$ and $\{0\}$ is closed in $Y$ it follows that $\operatorname{Ker}(T)$ is closed, by Theorem 1.28.

Before our next definition we recall that if $X$ and $Y$ are normed spaces then the Cartesian product $X \times Y$ is a normed space by Example 2.8.

Definition 4.12
If $X$ and $Y$ are normed spaces and $T: X \rightarrow Y$ is a linear transformation, the graph of $T$ is the linear subspace $\mathcal{G}(T)$ of $X \times Y$ defined by

$$
\mathcal{G}(T)=\{(x, T x): x \in X\} .
$$

## Lemma 4.13

If $X$ and $Y$ are normed spaces and $T: X \rightarrow Y$ is a continuous linear transformation then $\mathcal{G}(T)$ is closed.

## Proof

Let $\left\{\left(x_{n}, y_{n}\right)\right\}$ be a sequence in $\mathcal{G}(T)$ which converges to $(x, y)$ in $X \times Y$. Then $\left\{x_{n}\right\}$ converges to $x$ in $X$ and $\left\{y_{n}\right\}$ converges in $y$ in $Y$ by Exercise 2.5. However, $y_{n}=T\left(x_{n}\right)$ for all $n \in \mathbb{N}$ since $\left(x_{n}, y_{n}\right) \in \mathcal{G}(T)$. Hence, as $T$ is continuous,

$$
y=\lim _{n \rightarrow \infty} y_{n}=\lim _{n \rightarrow \infty} T\left(x_{n}\right)=T(x) .
$$

Therefore $(x, y)=(x, T(x)) \in \mathcal{G}(T)$ and so $\mathcal{G}(T)$ is closed.

We conclude this section by showing that if $X$ and $Y$ are fixed normed spaces the set $B(X, Y)$ is a vector space. This will be done by showing that $B(X, Y)$ is a linear subspace of $L(X, Y)$, which is a vector space under the algebraic operations given in Definition 1.7.

## Lemma 4.14

Let $X$ and $Y$ be normed linear spaces and let $S, T \in B(X, Y)$ with $\|S(x)\| \leq$ $k_{1}\|x\|$ and $\|T(x)\| \leq k_{2}\|x\|$ for all $x \in X$. Let $\lambda \in \mathbb{F}$. Then
(a) $\|(S+T)(x)\| \leq\left(k_{1}+k_{2}\right)\|x\|$ for all $x \in X$;
(b) $\|(\lambda S)(x)\| \leq|\lambda| k_{1}\|x\|$ for all $x \in X$;
(c) $B(X, Y)$ is a linear subspace of $L(X, Y)$ and so $B(X, Y)$ is a vector space.

## Proof

(a) If $x \in X$ then

$$
\|(S+T)(x)\| \leq\|S(x)\|+\|T(x)\| \leq k_{1}\|x\|+k_{2}\|x\|=\left(k_{1}+k_{2}\right)\|x\|
$$

(b) If $x \in X$ then

$$
\|(\lambda S)(x)\|=|\lambda|\|S(x)\| \leq|\lambda| k_{1}\|x\| .
$$

(c) By parts (a) and (b), S+T and $\lambda S$ are in $B(X, Y)$ so $B(X, Y)$ is a linear subspace of $L(X, Y)$. Hence $B(X, Y)$ is a vector space.

## EXERCISES

4.1 If $T: C_{\mathbb{R}}[0,1] \rightarrow \mathbb{R}$ is the linear transformation defined by

$$
T(f)=\int_{0}^{1} f(x) d x
$$

show that $T$ is continuous.
4.2 Let $h \in L^{\infty}[0,1]$.
(a) If $f$ is in $L^{2}[0,1]$, show that $f h \in L^{2}[0,1]$.
(b) Let $T: L^{2}[0,1] \rightarrow L^{2}[0,1]$ be the linear transformation defined by $T(f)=h f$. Show that $T$ is continuous.
4.3 Let $\mathcal{H}$ be a complex Hilbert space and let $y \in \mathcal{H}$. Show that the linear transformation $f: \mathcal{H} \rightarrow \mathbb{C}$ defined by

$$
f(x)=(x, y)
$$

is continuous.
4.4 (a) If $\left(x_{1}, x_{2}, x_{3}, x_{4}, \ldots\right) \in \ell^{2}$, show that

$$
\left(0,4 x_{1}, x_{2}, 4 x_{3}, x_{4}, \ldots\right) \in \ell^{2}
$$

(b) Let $T: \ell^{2} \rightarrow \ell^{2}$ be the linear transformation defined by

$$
T\left(x_{1}, x_{2}, x_{3}, x_{4}, \ldots\right)=\left(0,4 x_{1}, x_{2}, 4 x_{3}, x_{4}, \ldots\right) .
$$

Show that $T$ is continuous.
4.5 Give the solution to Example 4.10.

### 4.2 The Norm of a Bounded Linear Operator

If $X$ and $Y$ are normed linear spaces we showed in Lemma 4.14 that $B(X, Y)$ is a vector space. We now show that $B(X, Y)$ is also a normed space. While doing this we often have as many as three different norms, from three different spaces, in the same equation, and so we should in principle distinguish between these norms. In practice we simply use the symbol $\|\cdot\|$ for the norm on all three spaces as it is still usually easy to determine which space an element is in and therefore, implicitly, to which norm we are referring. To check the axioms for
the norm on $B(X, Y)$ that we will define in Lemma 4.15 we need the following consequence of Lemma 4.1

$$
\sup \{\|T(x)\|:\|x\| \leq 1\}=\inf \{k:\|T(x)\| \leq k\|x\| \text { for all } x \in X\}
$$

and so in particular $\|T(y)\| \leq \sup \{\|T(x)\|:\|x\| \leq 1\}\|y\|$ for all $y \in X$.

## Lemma 4.15

Let $X$ and $Y$ be normed spaces. If $\|\cdot\|: B(X, Y) \rightarrow \mathbb{R}$ is defined by

$$
\|T\|=\sup \{\|T(x)\|:\|x\| \leq 1\}
$$

then $\|\cdot\|$ is a norm on $B(X, Y)$.

## Proof

Let $S, T \in B(X, Y)$ and let $\lambda \in \mathbb{F}$.
(i) Clearly $\|T\| \geq 0$ for all $T \in B(X, Y)$.
(ii) Recall that the zero linear transformation $R$ satisfies $R(x)=0$ for all $x \in$ $X$. Hence,

$$
\begin{aligned}
\|T\|=0 & \Longleftrightarrow\|T x\|=0 \text { for all } x \in X \\
& \Longleftrightarrow T x=0 \text { for all } x \in X \\
& \Longleftrightarrow T \text { is the zero linear transformation. }
\end{aligned}
$$

(iii) As $\|T(x)\| \leq\|T\|\|x\|$ we have $\|(\lambda T)(x)\| \leq|\lambda|\|T\|\|x\|$ for all $x \in X$ by Lemma 4.14(b). Hence

$$
\|\lambda T\| \leq|\lambda|\|T\| .
$$

If $\lambda=0$ then $\|\lambda T\|=|\lambda|\|T\|$ while if $\lambda \neq 0$ then

$$
\|T\|=\left\|\lambda^{-1} \lambda T\right\| \leq\left|\lambda^{-1}\right|\|\lambda T\| \leq|\lambda|^{-1}|\lambda|\|T\|=\|T\|
$$

Hence $\|T\|=|\lambda|^{-1}\|\lambda T\|$ and so

$$
\|\lambda T\|=|\lambda|\|T\|
$$

(iv) The final property to check is the triangle inequality.

$$
\begin{aligned}
\|(S+T)(x)\| & \leq\|S(x)\|+\|T(x)\| \\
& \leq\|S\|\|x\|+\|T\|\|x\| \\
& =(\|S\|+\|T\|)\|x\| .
\end{aligned}
$$

Therefore $\|S+T\| \leq\|S\|+\|T\|$.

Hence $B(X, Y)$ is a normed vector space.

## Definition 4.16

Let $X$ and $Y$ be normed linear spaces and let $T \in B(X, Y)$. The norm of $T$ is defined by $\|T\|=\sup \{\|T(x)\|:\|x\| \leq 1\}$.

Using the link between matrices and linear transformations between finitedimensional spaces we can use the definition of the norm of a bounded linear transformation to give a norm on the vector space of $m \times n$ matrices.

Definition 4.17
Let $\mathbb{F}^{p}$ have the standard norm and let $A$ be a $m \times n$ matrix with entries in $\mathbb{F}$. If $T: \mathbb{F}^{n} \rightarrow \mathbb{F}^{m}$ is the bounded linear transformation defined by $T(x)=A x$ then the norm of the matrix $A$ is defined by $\|A\|=\|T\|$.

Let us now see how to compute the norm of a bounded linear transformation. Since the norm of an operator is the supremum of a set, the norm can sometimes be hard to find. Even if $X$ is a finite-dimensional normed linear space and there is an element $y$ with $\|y\|=1$ in $X$ such that $\|T\|=$ $\sup \{\|T(x)\|:\|x\| \leq 1\}=\|T(y)\|$ it might not be easy to find this element $y$. In the infinite-dimensional case there is also the possibility that the supremum may not be attained. Hence there is no general procedure for finding the norm of a bounded linear transformation. Nevertheless there are some cases when the norm can easily be found. As a first example we consider the norm of the linear transformation given in Example 4.2.

## Example 4.18

If $T: C_{\mathbb{F}}[0,1] \rightarrow \mathbb{F}$ is the bounded linear operator defined by

$$
T(f)=f(0)
$$

then $\|T\|=1$.

## Solution

It was shown in Example 4.2 that $|T(f)| \leq\|f\|$ for all $f \in C_{\mathbb{F}}[0,1]$. Hence

$$
\|T\|=\inf \{k:\|T(x)\| \leq k\|x\| \text { for all } x \in X\} \leq 1
$$

On the other hand, if $g:[0,1] \rightarrow \mathbb{C}$ is defined by $g(x)=1$ for all $x \in X$ then $g \in C_{\mathbb{C}}[0,1]$ with $\|g\|=\sup \{|g(x)|: x \in[0,1]\}=1$ and $|T(g)|=|g(0)|=1$.

Hence

$$
1=|T(g)| \leq\|T\|\|g\|=\|T\|
$$

Therefore $\|T\|=1$.

Sometimes it is possible to use the norm of one operator to find the norm of another. We illustrate this in Theorem 4.19.

## Theorem 4.19

Let $X$ be a normed linear space and let $W$ be a dense subspace of $X$. Let $Y$ be a Banach space and let $S \in B(W, Y)$.
(a) If $x \in X$ and $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ are sequences in $W$ such that $\lim _{n \rightarrow \infty} x_{n}=$ $\lim _{n \rightarrow \infty} y_{n}=x$ then $\left\{S\left(x_{n}\right)\right\}$ and $\left\{S\left(y_{n}\right)\right\}$ both converge and $\lim _{n \rightarrow \infty} S\left(x_{n}\right)=$ $\lim _{n \rightarrow \infty} S\left(y_{n}\right)$.
(b) There exists $T \in B(X, Y)$ such that $\|T\|=\|S\|$ and $T x=S x$ for all $x \in W$.

## Proof

(a) Since $\left\{x_{n}\right\}$ converges it is a Cauchy sequence. Therefore, as

$$
\left\|S\left(x_{n}\right)-S\left(x_{m}\right)\right\|=\left\|S\left(x_{n}-x_{m}\right)\right\| \leq\|S\|\left\|x_{n}-x_{m}\right\|,
$$

$\left\{S\left(x_{n}\right)\right\}$ is also a Cauchy sequence and hence, since $Y$ is a Banach space, $\left\{S\left(x_{n}\right)\right\}$ converges.

$$
\begin{gathered}
\text { As } \lim _{n \rightarrow \infty} x_{n}=\lim _{n \rightarrow \infty} y_{n}=x \text { we have } \lim _{n \rightarrow \infty}\left(x_{n}-y_{n}\right)=0 \text {. Since } \\
\left\|S\left(x_{n}\right)-S\left(y_{n}\right)\right\|=\left\|S\left(x_{n}-y_{n}\right)\right\| \leq\|S\|\left\|x_{n}-y_{n}\right\|, \\
\lim _{n \rightarrow \infty} S\left(x_{n}\right)-S\left(y_{n}\right)=0 \text { and so } \lim _{n \rightarrow \infty} S\left(x_{n}\right)=\lim _{n \rightarrow \infty} S\left(y_{n}\right) .
\end{gathered}
$$

(b) We now define $T: X \rightarrow Y$ as follows: for any $x \in X$ there exists a sequence $\left\{x_{n}\right\}$ in $W$ such that $\lim _{n \rightarrow \infty} x_{n}=x$ (since $W$ is dense in $X$ ) and we define $T: X \rightarrow Y$ by

$$
T(x)=\lim _{n \rightarrow \infty} S\left(x_{n}\right)
$$

( $T$ is well defined since the value of the limit is independent of the choice of sequence $\left\{x_{n}\right\}$ converging to $x$ by part (a)). In this case it is perhaps not clear that $T$ is a linear transformation so the first step in this part is to show that $T$ is linear.

Let $x, y \in X$ and let $\lambda \in \mathbb{F}$. Let $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ be sequences in $W$ such that $\lim _{n \rightarrow \infty} x_{n}=x$ and $\lim _{n \rightarrow \infty} y_{n}=y$. Then $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ are sequences in $W$ such that $\lim _{n \rightarrow \infty}\left(x_{n}+y_{n}\right)=x+y$ and $\lim _{n \rightarrow \infty} \lambda x_{n}=\lambda x$. Hence

$$
\begin{aligned}
T(x+y) & =\lim _{n \rightarrow \infty} S\left(x_{n}+y_{n}\right) \\
& =\lim _{n \rightarrow \infty}\left(S\left(x_{n}\right)+S\left(y_{n}\right)\right) \\
& =\lim _{n \rightarrow \infty} S\left(x_{n}\right)+\lim _{n \rightarrow \infty} S\left(y_{n}\right) \\
& =T(x)+T(y)
\end{aligned}
$$

and

$$
T(\lambda x)=\lim _{n \rightarrow \infty} S\left(\lambda x_{n}\right)=\lim _{n \rightarrow \infty} \lambda S\left(x_{n}\right)=\lambda \lim _{n \rightarrow \infty} S\left(x_{n}\right)=\lambda T(x)
$$

Hence $T$ is a linear transformation.
Now suppose that $x \in X$ with $\|x\|=1$ and let $\left\{x_{n}\right\}$ be a sequence in $W$ such that $\lim _{n \rightarrow \infty} x_{n}=x$. Since $\lim _{n \rightarrow \infty}\left\|x_{n}\right\|=\|x\|=1$, if we let $w_{n}=\frac{x_{n}}{\left\|x_{n}\right\|}$ then $\left\{w_{n}\right\}$ is a sequence in $W$ such that $\lim _{n \rightarrow \infty} w_{n}=\lim _{n \rightarrow \infty} \frac{x_{n}}{\left\|x_{n}\right\|}=x$ and $\left\|w_{n}\right\|=\frac{\left\|x_{n}\right\|}{\left\|x_{n}\right\|}=1$ for all $n \in \mathbb{N}$. As

$$
\begin{aligned}
\|T x\| & =\lim _{n \rightarrow \infty}\left\|S w_{n}\right\| \\
& \leq \sup \left\{\left\|S w_{n}\right\|: n \in \mathbb{N}\right\} \\
& \leq \sup \left\{\|S\|\left\|w_{n}\right\|: n \in \mathbb{N}\right\} \\
& =\|S\|,
\end{aligned}
$$

$T$ is bounded and $\|T\| \leq\|S\|$. Moreover if $w \in W$ then the constant sequence $\{w\}$ is a sequence in $W$ converging to $w$ and so

$$
T w=\lim _{n \rightarrow \infty} S w=S w
$$

Thus $\|S w\|=\|T w\| \leq\|T\|\|w\|$ so $\|S\| \leq\|T\|$. Hence $\|S\|=\|T\|$ and we have already shown that if $x \in W$ then $T x=S x$.

The operator $T$ in Theorem 4.19 can be thought of as an extension of the operator $S$ to the larger space $X$.

We now consider a type of operator whose norm is easy to find.

Definition 4.20
Let $X$ and $Y$ be normed linear spaces and let $T \in L(X, Y)$. If $\|T(x)\|=\|x\|$ for all $x \in X$ then $T$ is called an isometry.

On every normed space there is at least one isometry.

## Example 4.21

If $X$ is a normed space and $I$ is the identity linear transformation on $X$ then $I$ is an isometry.

## Solution

If $x \in X$ then $I(x)=x$ and so $\|I(x)\|=\|x\|$. Hence $I$ is an isometry.
As another example of an isometry consider the following linear transformation.

## Example 4.22

(a) If $x=\left(x_{1}, x_{2}, x_{3}, \ldots\right) \in \ell^{2}$ then $y=\left(0, x_{1}, x_{2}, x_{3}, \ldots\right) \in \ell^{2}$.
(b) The linear transformation $S: \ell^{2} \rightarrow \ell^{2}$ defined by

$$
\begin{equation*}
S\left(x_{1}, x_{2}, x_{3}, \ldots\right)=\left(0, x_{1}, x_{2}, x_{3}, \ldots\right) \tag{4.2}
\end{equation*}
$$

is an isometry.

## Solution

(a) Since $x \in \ell^{2}$,

$$
|0|^{2}+\left|x_{1}\right|^{2}+\left|x_{2}\right|^{2}+\left|x_{3}\right|^{2}+\ldots=\left|x_{1}\right|^{2}+\left|x_{2}\right|^{2}+\left|x_{3}\right|^{2}+\ldots<\infty
$$

and so $y \in \ell^{2}$.
(b)

$$
\begin{aligned}
\|S(x)\|^{2} & =|0|^{2}+\left|x_{1}\right|^{2}+\left|x_{2}\right|^{2}+\left|x_{3}\right|^{2}+\ldots \\
& =\left|x_{1}\right|^{2}+\left|x_{2}\right|^{2}+\left|x_{3}\right|^{2}+\ldots \\
& =\|x\|^{2},
\end{aligned}
$$

and hence $S$ is an isometry.
The operator defined in Example 4.22 will be referred to frequently in Chapter 6 so it will be useful to have a name for it.

## Notation

The isometry $S: \ell^{2} \rightarrow \ell^{2}$ defined by

$$
S\left(x_{1}, x_{2}, x_{3}, \ldots\right)=\left(0, x_{1}, x_{2}, x_{3}, \ldots\right)
$$

is called the unilateral shift.

It is easy to see that the unilateral shift does not map $\ell^{2}$ onto $\ell^{2}$. This contrasts with the finite-dimensional situation where if $X$ is a normed linear space and $T$ is an isometry of $X$ into $X$ then $T$ maps $X$ onto $X$, by Lemma 1.12.

We leave as an exercise the proof of Lemma 4.23, which shows that the norm of an isometry is 1 .

## Lemma 4.23

Let $X$ and $Y$ be normed linear spaces and let $T \in L(X, Y)$. If $T$ is an isometry then $T$ is bounded and $\|T\|=1$.

The converse of Lemma 4.23 is not true. In Example 4.18, although $\|T\|=1$ it is not true that $|T(h)|=\|h\|$ for all $h \in C_{\mathbb{F}}[0,1]$. For example, if $h:[0,1] \rightarrow \mathbb{F}$ is defined by $h(x)=x$ for all $x \in[0,1]$ then $\|h\|=1$ while $|T(h)|=0$. Therefore, saying that a linear transformation is an isometry asserts more than that it has norm 1.

Definition 4.24

If $X$ and $Y$ are normed linear spaces and $T$ is an isometry from $X$ onto $Y$ then $T$ is called an isometric isomorphism and $X$ and $Y$ are called isometrically isomorphic.

If two spaces are isometrically isomorphic it means that as far as the vector space and norm properties are concerned they have essentially the same structure. However, it can happen that one way of looking at a space gives more insight into the space. For instance, $\ell_{\mathbb{F}}^{2}$ is a simple example of a Hilbert space and we will show in Corollary 4.26 that any infinite-dimensional, separable Hilbert spaces over $\mathbb{F}$ is isomorphic to $\ell_{\mathbb{F}}^{2}$. We recall that $\left\{\widetilde{e}_{n}\right\}$ is the standard orthonormal basis in $\ell_{\mathbb{F}}^{2}$.

## Theorem 4.25

Let $\mathcal{H}$ be an infinite-dimensional Hilbert space over $\mathbb{F}$ with an orthonormal basis $\left\{e_{n}\right\}$. Then there is an isometry $T$ of $\mathcal{H}$ onto $\ell_{\mathbb{F}}^{2}$ such that $T\left(e_{n}\right)=\widetilde{e}_{n}$ for all $n \in \mathbb{N}$.

## Proof

Let $x \in \mathcal{H}$. Then $x=\sum_{n=1}^{\infty}\left(x, e_{n}\right) e_{n}$ by Theorem 3.47 as $\left\{e_{n}\right\}$ is an orthonormal basis for $\mathcal{H}$. Moreover, if $\alpha_{n}=\left(x, e_{n}\right)$ then $\left\{\alpha_{n}\right\} \in \ell_{\mathbb{F}}^{2}$ by Lemma 3.41 (Bessel's inequality) so we can define a linear transformation $T: \mathcal{H} \rightarrow \ell_{\mathbb{F}}^{2}$ by $T(x)=\left\{\alpha_{n}\right\}$. Now

$$
\|T(x)\|^{2}=\sum_{n=1}^{\infty}\left|\alpha_{n}\right|^{2}=\sum_{n=1}^{\infty}\left|\left(x, e_{n}\right)\right|^{2}=\|x\|^{2}
$$

for all $x \in \mathcal{H}$ by Theorem 3.47, so $T$ is an isometry and by definition $T\left(e_{n}\right)=\widetilde{e}_{n}$ for all $n \in \mathbb{N}$.

Finally, if $\left\{\beta_{n}\right\}$ is in $\ell_{\mathbb{F}}^{2}$ then by Theorem 3.42 the series $\sum_{n=1}^{\infty} \beta_{n} e_{n}$ converges to a point $y \in \mathcal{H}$. Since $\left(y, e_{n}\right)=\beta_{n}$ we have $T(y)=\left\{\beta_{n}\right\}$. Hence $T$ is an isometry of $\mathcal{H}$ onto $\ell_{\mathbb{F}}^{2}$.

## Corollary 4.26

Any infinite-dimensional, separable Hilbert space $\mathcal{H}$ over $\mathbb{F}$ is isometrically isomorphic to $\ell_{\mathbb{F}}^{2}$.

## Proof

$\mathcal{H}$ has an orthonormal basis $\left\{e_{n}\right\}$ by Theorem 3.52 , so $\mathcal{H}$ is isometrically isomorphic to $\ell_{\mathbb{F}}^{2}$ by Theorem 4.25.

## EXERCISES

4.6 Let $T: C_{\mathbb{R}}[0,1] \rightarrow \mathbb{R}$ be the bounded linear transformation defined by

$$
T(f)=\int_{0}^{1} f(x) d x
$$

(a) Show that $\|T\| \leq 1$.
(b) If $g \in C_{\mathbb{R}}[0,1]$ is defined by $g(x)=1$ for all $x \in[0,1]$, find $|T(g)|$ and hence find $\|T\|$.
4.7 Let $h \in L^{\infty}[0,1]$ and let $T: L^{2}[0,1] \rightarrow L^{2}[0,1]$ be the bounded linear transformation defined by $T(f)=h f$. Show that

$$
\|T\| \leq\|h\|_{\infty}
$$

4.8 Let $T: \ell^{2} \rightarrow \ell^{2}$ be the bounded linear transformation defined by

$$
T\left(x_{1}, x_{2}, x_{3}, x_{4}, \ldots\right)=\left(0,4 x_{1}, x_{2}, 4 x_{3}, x_{4}, \ldots\right)
$$

Find the norm of $T$.
4.9 Prove Lemma 4.23.
4.10 Let $\mathcal{H}$ be a complex Hilbert space and let $y \in \mathcal{H}$. Find the norm of the bounded linear transformation $f: \mathcal{H} \rightarrow \mathbb{C}$ defined by

$$
f(x)=(x, y)
$$

4.11 Let $\mathcal{H}$ be a Hilbert space and let $y, z \in \mathcal{H}$. If $T$ is the linear transformation defined by $T(x)=(x, y) z$, show that $T$ is bounded and that $\|T\| \leq\|y\|\|z\|$.

### 4.3 The Space $\boldsymbol{B}(\boldsymbol{X}, \boldsymbol{Y})$

Now that we have seen some examples of norms of individual operators let us look in more detail at the normed space $B(X, Y)$, where $X$ and $Y$ are normed linear spaces. Since many of the deeper properties of normed linear spaces are obtained only for Banach spaces it is natural to ask when $B(X, Y)$ is a Banach space. An initial guess might suggest that it would be related to completeness of $X$ and $Y$. This is only half correct. In fact, it is only the completeness of $Y$ which matters.

## Theorem 4.27

If $X$ is a normed linear space and $Y$ is a Banach space then $B(X, Y)$ is a Banach space.

## Proof

We have to show that $B(X, Y)$ is a complete metric space. Let $\left\{T_{n}\right\}$ be a Cauchy sequence in $B(X, Y)$. In any metric space a Cauchy sequence is bounded so there exists $M>0$ such that $\left\|T_{n}\right\| \leq M$ for all $n \in \mathbb{N}$. Let $x \in X$. Since

$$
\left\|T_{n} x-T_{m} x\right\|=\left\|\left(T_{n}-T_{m}\right)(x)\right\| \leq\left\|T_{n}-T_{m}\right\|\|x\|
$$

and $\left\{T_{n}\right\}$ is Cauchy, it follows that $\left\{T_{n} x\right\}$ is a Cauchy sequence in $Y$. Since $Y$ is complete $\left\{T_{n} x\right\}$ converges, so we may define $T: X \rightarrow Y$ by

$$
T(x)=\lim _{n \rightarrow \infty} T_{n} x
$$

We will show that $T \in B(X, Y)$ and that $T$ is the required limit in $B(X, Y)$, so that $B(X, Y)$ is a Banach space.

The first step is to show that $T$ is linear. This follows from
$T(x+y)=\lim _{n \rightarrow \infty} T_{n}(x+y)=\lim _{n \rightarrow \infty}\left(T_{n} x+T_{n} y\right)=\lim _{n \rightarrow \infty} T_{n} x+\lim _{n \rightarrow \infty} T_{n} y=T x+T y$ and

$$
T(\alpha x)=\lim _{n \rightarrow \infty} T_{n}(\alpha x)=\lim _{n \rightarrow \infty} \alpha T_{n} x=\alpha \lim _{n \rightarrow \infty} T_{n} x=\alpha T(x)
$$

Next, it follows from $\|T x\|=\lim _{n \rightarrow \infty}\left\|T_{n} x\right\| \leq M\|x\|$, that $T$ is bounded and so $T \in B(X, Y)$.

Finally, we have to show that $\lim _{n \rightarrow \infty} T_{n}=T$. Let $\epsilon>0$. There exists $N \in \mathbb{N}$ such that when $m, n \geq N$

$$
\left\|T_{n}-T_{m}\right\|<\frac{\epsilon}{2}
$$

Then, for any $x$ with $\|x\| \leq 1$ and any $m, n \geq N$,

$$
\left\|T_{n} x-T_{m} x\right\| \leq\left\|T_{n}-T_{m}\right\|\|x\|<\frac{\epsilon}{2}
$$

Since $T(x)=\lim _{n \rightarrow \infty} T_{n}(x)$, there exists $N_{1} \in \mathbb{N}$ such that when $m \geq N_{1}$,

$$
\left\|T x-T_{m} x\right\|<\frac{\epsilon}{2} .
$$

Then when $n \geq N$ and $m \geq N_{1}$

$$
\left\|T x-T_{n} x\right\| \leq\left\|T x-T_{m} x\right\|+\left\|T_{n} x-T_{m} x\right\|<\frac{\epsilon}{2}+\frac{\epsilon}{2}\|x\| \leq \epsilon
$$

Thus $\left\|T-T_{n}\right\| \leq \epsilon$ when $n \geq N$ and so $\lim _{n \rightarrow \infty} T_{n}=T$.
One particular case, which is sufficiently important to warrant separate notation, is when $Y=\mathbb{F}$.

## Definition 4.28

Let $X$ be a normed space. Linear transformations from $X$ to $\mathbb{F}$ are called linear functionals. The space $B(X, \mathbb{F})$ is called the dual space of $X$ and denoted $X^{\prime}$.

The dual space is sometimes also denoted by $X^{*}$, but to avoid confusion with notation we will use in Chapter 6 , we will not use $X^{*}$ for the dual space.

## Corollary 4.29

If $X$ is a normed vector space then $X^{\prime}$ is a Banach space.

## Proof

The space $\mathbb{F}$ is complete so $X^{\prime}$ is a Banach space by Theorem 4.27.

Dual spaces will be considered in more detail in Chapter 5. Here, we investigate the algebraic structure of $B(X, Y)$ for general spaces $Y$.

Lemma 4.30
If $X, Y$ and $Z$ are normed linear spaces and $T \in B(X, Y)$ and $S \in B(Y, Z)$ then $S \circ T \in B(X, Z)$ and

$$
\|S \circ T\| \leq\|S\|\|T\| .
$$

## Proof

As $S \circ T \in L(X, Z)$ by Lemma 1.8 and

$$
\|(S \circ T)(x)\|=\|S(T(x))\| \leq\|S\|\|T(x)\| \leq\|S\|\|T\|\|x\|,
$$

$S \circ T \in B(X, Z)$ and $\|S \circ T\| \leq\|S\|\|T\|$.

If $X, Y$ and $Z$ are three finite-dimensional spaces with bases $\mathbf{x}, \mathbf{y}$ and $\mathbf{z}$ respectively and $T \in L(X, Y)$ and $S \in L(Y, Z)$ then $M_{\mathbf{z}}^{\mathbf{x}}(S \circ T)=M_{\mathbf{z}}^{\mathbf{y}}(S) M_{\mathbf{y}}^{\mathbf{x}}(T)$ by Theorem 1.15. A natural candidate for the product of bounded linear operators is therefore function composition.

## Definition 4.31

Let $X, Y$ and $Z$ be normed linear spaces and $T \in B(X, Y)$ and $S \in B(Y, Z)$. The composition $S \circ T$ of $S$ and $T$ will be denoted by $S T$ and called the product of $S$ and $T$.

Let $X, Y$ and $Z$ be normed linear spaces and $T \in B(X, Y)$ and $S \in B(Y, Z)$. If the spaces $X, Y$ and $Z$ are not all the same the fact that we can define the product $S T$ does not mean we can define the product $T S$. However, if $X=Y=Z$ then $T S$ and $S T$ will both be defined. We note, however, that even if all the spaces are finite-dimensional and $X=Y=Z$, in general $T S \neq S T$.

Since the situation when $X=Y=Z$ arises frequently it is convenient to have the following notation.

## Notation

If $X$ is a normed linear space the set $B(X, X)$ of all bounded linear operators from $X$ to $X$ will be denoted by $B(X)$.

If $X$ is a normed space then we have seen that $B(X)$ has a lot of algebraic structure. This is summarized in part (a) of Lemma 4.32.

## Lemma 4.32

Let $X$ be a normed linear space.
(a) $B(X)$ is an algebra with identity and hence a ring with identity.
(b) If $\left\{T_{n}\right\}$ and $\left\{S_{n}\right\}$ are sequences in $B(X)$ such that $\lim _{n \rightarrow \infty} T_{n}=T$ and $\lim _{n \rightarrow \infty} S_{n}=S$ then $\lim _{n \rightarrow \infty} S_{n} T_{n}=S T$.

## Proof

(a) The identities given in Lemma 1.9 hold for all linear transformations and hence in particular hold for those in $B(X)$. Therefore $B(X)$ is an algebra with identity (and hence a ring with identity) under the operations of addition and scalar multiplication given in Definition 1.7 and multiplication given in Definition 4.31.
(b) As $\left\{T_{n}\right\}$ is convergent it is bounded so there exists $K>0$ such that $\left\|T_{n}\right\| \leq$ $K$ for all $n \in \mathbb{N}$. Let $\epsilon>0$. There exists $N_{1} \in \mathbb{N}$ such that when $n \geq N_{1}$

$$
\left\|S_{n}-S\right\|<\frac{\epsilon}{2 K}
$$

and $N_{2} \in \mathbb{N}$ such that when $n \geq N_{2}$

$$
\left\|T_{n}-T\right\|<\frac{\epsilon}{2(\|S\|+1)}
$$

As

$$
\left\|S_{n} T_{n}-S T\right\| \leq\left\|S_{n} T_{n}-S T_{n}\right\|+\left\|S T_{n}-S T\right\| \leq K\left\|S_{n}-S\right\|+\|S\|\left\|T_{n}-T\right\|
$$

when $n \geq \max \left(N_{1}, N_{2}\right)$ we have

$$
\left\|S_{n} T_{n}-S T\right\| \leq K\left\|S_{n}-S\right\|+\|S\|\left\|T_{n}-T\right\|<\epsilon
$$

Thus $\lim _{n \rightarrow \infty} S_{n} T_{n}=S T$.

## Notation

Let $X$ be a normed space and let $T \in B(X)$.
(a) $T T$ will be denoted by $T^{2}, T T T$ will be denoted by $T^{3}$, and more generally the product of $T$ with itself $n$ times will be denoted by $T^{n}$.
(b) If $a_{0}, a_{1}, \ldots, a_{n} \in \mathbb{F}$ and $p: \mathbb{F} \rightarrow \mathbb{F}$ is the polynomial defined by $p(x)=$ $a_{0}+a_{1} x+\ldots+a_{n} x^{n}$, then we define $p(T)$ by $p(T)=a_{0} I+a_{1} T+\ldots+a_{n} T^{n}$.

Since $B(X)$ is a ring the above notation is consistent with using the power notation for products of an element with itself in any ring. The following is such an easy consequence of the definitions that we omit the proof.

Lemma 4.33
Let $X$ be a normed linear space and let $T \in B(X)$. If $p$ and $q$ are polynomials and $\lambda, \mu \in \mathbb{C}$ then
(a) $(\lambda p+\mu q)(T)=\lambda p(T)+\mu q(T)$;
(b) $(p q)(T)=p(T) q(T)$.

## EXERCISES

4.12 Let $X$ be a normed linear space and let $P, Q \in B(X)$. Show that the linear transformation $T: B(X) \rightarrow B(X)$ defined by $T(R)=P R Q$, $R \in B(X)$, is bounded.
4.13 Let $T: \ell^{2} \rightarrow \ell^{2}$ be the bounded linear operator defined by

$$
T\left(x_{1}, x_{2}, x_{3}, x_{4}, \ldots\right)=\left(0,4 x_{1}, x_{2}, 4 x_{3}, x_{4}, \ldots\right)
$$

(a) Find $T^{2}$.
(b) Hence find $\left\|T^{2}\right\|$ and compare this with $\|T\|^{2}$.
4.14 Let $X, Y$ and $Z$ be normed linear spaces and let $T: X \rightarrow Y$ and $S: Y \rightarrow Z$ be isometries. Show that $S \circ T$ is an isometry.

### 4.4 Inverses of Operators

One way to solve a matrix equation

$$
A x=y
$$

is to find the inverse matrix $A^{-1}$ (if it exists) and then the solution is $x=A^{-1} y$. In this section we will see to what extent this can be generalized to the infinitedimensional case. Our first task is to define an inverse in this setting.

## Definition 4.34

Let $X, Y$ be normed linear spaces. An operator $T \in B(X, Y)$ is said to be invertible if there exists $S \in B(Y, X)$ such that $S T=I_{X}, T S=I_{Y}$, in which case $S$ is the inverse of $T$ and is denoted by $T^{-1}$.

Note that, by Lemma 1.12 , if $T \in B(X, Y)$ is invertible then its inverse is unique.

The rest of this section is devoted to studying properties of inverses, characterizing invertible operators and giving examples of these operators. The following simple lemma can easily be verified (using Definition 4.34), so we omit the proof.

Lemma 4.35
If $X, Y, Z$ are normed linear spaces and $T_{1} \in B(X, Y), T_{2} \in B(Y, Z)$ are invertible, then:
(a) $T_{1}^{-1}$ is invertible with inverse $T_{1}$;
(b) $T_{2} T_{1}$ is invertible with inverse $T_{1}^{-1} T_{2}^{-1}$.

## Remark 4.36

If $X=Y$ we have seen that $B(X)$ has additional algebraic properties compared with the space $B(X, Y)$. In particular, if $T \in B(X)$ then powers $T^{n}$, $n=1,2, \ldots$, are well-defined. Similarly, if $T$ is invertible then inverse powers $T^{-n}=\left(T^{-1}\right)^{n}, n=1,2, \ldots$, are well-defined. However, we will not make any significant use of this additional algebraic structure in this book.

Our main interest here is in the existence and properties of inverses, so we first note that the existence of an invertible operator between spaces $X, Y$, requires that many of the algebraic and topological properties of these spaces should be similar. This leads to the following definition and lemma.

Definition 4.37
Let $X, Y$ be normed linear spaces. If an invertible operator $T \in B(X, Y)$ exists then $X, Y$ are isomorphic, and $T$ is an isomorphism (between $X$ and $Y$ ).

We observe that if $T \in B(X, Y)$ is an isomorphism then $T^{-1} \in B(Y, X)$ is also an isomorphism. The following lemma can easily be verified, so we again omit the proof.

## Lemma 4.38

If the normed linear spaces $X, Y$, are isomorphic, then:
(a) $\operatorname{dim} X<\infty$ if and only if $\operatorname{dim} Y<\infty$, in which case $\operatorname{dim} X=\operatorname{dim} Y$;
(b) $X$ is separable if and only if $Y$ is separable;
(c) $X$ is complete (i.e., Banach) if and only if $Y$ is complete (i.e., Banach).

We now discuss a simple example, in which we can check directly from the definition that an operator is invertible.

## Example 4.39

For any $h \in C[0,1]$ let $T_{h} \in B\left(L^{2}[0,1]\right)$ be defined by

$$
\begin{equation*}
\left(T_{h} u\right)(t)=h(t) u(t), \quad u \in L^{2}[0,1] . \tag{4.3}
\end{equation*}
$$

If $f \in C[0,1]$ is defined by $f(t)=1+t$ then $T_{f}$ is invertible.

## Solution

Note that we showed in Exercise 4.2 that $T_{h}$ is bounded for any $h \in C[0,1]$. Let $g(t)=\frac{1}{1+t}$. Then $g \in C[0,1]$ and

$$
\left(T_{g} T_{f} u\right)(t)=\left(T_{g}(f u)\right)(t)=g(t) f(t) u(t)=u(t)
$$

for all $t \in[0,1]$. Thus $\left(T_{g} T_{f}\right) u=u$ for all $u \in L^{2}[0,1]$ so $T_{g} T_{f}=I$. Similarly $T_{f} T_{g}=I$. Hence $T_{f}$ is invertible with $T_{f}^{-1}=T_{g}$.

In Example 4.39 it was easy to verify that $T_{f}$ was invertible because we had a suitable candidate for the inverse. Usually there is not an obvious candidate for the inverse, and it is not so easy to determine whether an inverse exists. Even if we consider the same space and a very similar function $f \in C[0,1]$ defined by $f(t)=t$, the same approach as in Example 4.39 would not work since $\frac{1}{f(t)}$ is not in $C[0,1]$. Unfortunately, we cannot immediately conclude from this that $T_{f}$ is not invertible since it might have an inverse which is not of the form $T_{h}, h \in C[0,1]$, and we do not yet have techniques available to check this. Therefore we have to look for other ways of determining whether an operator is invertible. In finite dimensions the determinant of a matrix can be used to determine if the matrix is invertible, but there is no obvious generalization of this to the infinite-dimensional case. We therefore have to look for other methods to determine whether an operator is invertible. The first approach is based on the norm of an operator.

## Theorem 4.40

Let $X$ be a Banach space. If $T \in B(X)$ is an operator with $\|T\|<1$ then $I-T$ is invertible and the inverse is given by

$$
(I-T)^{-1}=\sum_{n=0}^{\infty} T^{n}
$$

## Proof

Because $X$ is a Banach space, so is $B(X)$ by Theorem 4.27. Since $\|T\|<1$ the series $\sum_{n=0}^{\infty}\|T\|^{n}$ converges and hence, as $\left\|T^{n}\right\| \leq\|T\|^{n}$ for all $n \in \mathbb{N}$, the series $\sum_{n=0}^{\infty}\left\|T^{n}\right\|$ also converges. Therefore $\sum_{n=0}^{\infty} T^{n}$ converges by Theorem 2.30. Let $S=\sum_{n=0}^{\infty} T^{n}$ and let $S_{k}=\sum_{n=0}^{k} T^{n}$. Then the sequence $\left\{S_{k}\right\}$ converges to $S$ in $B(X)$. Now

$$
\left\|(I-T) S_{k}-I\right\|=\left\|I-T^{k+1}-I\right\|=\left\|-T^{k+1}\right\| \leq\|T\|^{k+1}
$$

Since $\|T\|<1$ we deduce that $\lim _{k \rightarrow \infty}(I-T) S_{k}=I$. Therefore,

$$
(I-T) S=(I-T) \lim _{k \rightarrow \infty} S_{k}=\lim _{k \rightarrow \infty}(I-T) S_{k}=I
$$

by Lemma 4.32. Similarly, $S(I-T)=I$ so $I-T$ is invertible and $(I-T)^{-1}=S$.

## Notation

The series in Theorem 4.40 is sometimes called the Neumann series.

As an application of the above method let us show how to obtain a solution to an integral equation.

## Example 4.41

Let $A \in \mathbb{C}$ and let $k:[a, b] \times[a, b] \rightarrow \mathbb{R}, a, b \in \mathbb{R}$, be defined by

$$
k(x, y)=A \sin (x-y)
$$

Show that if $|A|<1$ then for any $f \in C[a, b]$ there exists $g \in C[a, b]$ such that

$$
g(x)=f(x)+\int_{0}^{1} k(x, y) g(y) d y .
$$

## Solution

In Example 4.7(b) we showed that the linear transformation $K: C[a, b] \rightarrow$ $C[a, b]$ defined by

$$
(K(g))(s)=\int_{a}^{b} k(s, t) g(t) d t
$$

is bounded and $\|K(g)\| \leq|A|\|g\|$. Hence $\|K\| \leq A$. Since the integral equation can be written as

$$
(I-K) g=f
$$

and $I-K$ is invertible by Theorem 4.40, the integral equation has the (unique) solution

$$
g=(I-K)^{-1} f
$$

Theorem 4.40 can also be used to derive a metric space property of the set of invertible operators.

## Corollary 4.42

Let $X, Y$ be Banach spaces. The set $\mathcal{A}$ of invertible operators in $B(X, Y)$ is open.

## Proof

Let $T \in \mathcal{A}$ and let $\eta=\left\|T^{-1}\right\|^{-1}$. To show that $\mathcal{A}$ is open it suffices to show that if $\|T-S\|<\eta$ then $S \in \mathcal{A}$. Accordingly, let $\|T-S\|<\eta$. Then

$$
\left\|(T-S) T^{-1}\right\| \leq\|T-S\|\left\|T^{-1}\right\|<\left\|T^{-1}\right\|^{-1}\left\|T^{-1}\right\|=1
$$

Hence $I_{Y}-(T-S) T^{-1}$ is invertible by Theorem 4.40. However,

$$
I_{Y}-(T-S) T^{-1}=I_{Y}-\left(I_{Y}-S T^{-1}\right)=S T^{-1}
$$

Therefore $S T^{-1}$ is invertible and so $S=S T^{-1} T$ is invertible by Lemma 4.35. Hence $S \in \mathcal{A}$ as required.

Let us now turn to a second method of determining invertibility of an operator. Suppose that $X$ and $Y$ are normed spaces and $T \in B(X, Y)$. If $T$ is invertible then it is bijective (and hence $\operatorname{Ker}(T)=\{0\}$ and $\operatorname{Im}(T)=Y$, by Lemma 1.12). Conversely, if $T$ is bijective then, by Lemma 1.12 again, there is a unique linear transformation $S: Y \rightarrow X$ such that $S \circ T=I_{X}$ and $T \circ S=I_{Y}$. However, in general $S$ need not be bounded, so bijectivity of $T$ is not sufficient for invertibility (in infinite dimensions). The final part of the following result is therefore rather surprising.

## Theorem 4.43 (Open Mapping Theorem)

Suppose that $X$ and $Y$ are Banach spaces and $T \in B(X, Y)$ is surjective. Let

$$
L=\{T(x): x \in X \text { and }\|x\| \leq 1\}
$$

with closure $\bar{L}$. Then:
(a) there exists $r>0$ such that $\{y \in Y:\|y\| \leq r\} \subseteq \bar{L}$;
(b) $\left\{y \in Y:\|y\| \leq \frac{r}{2}\right\} \subseteq L$;
(c) if, in addition, $T$ is one-to-one then $T$ is invertible.

## Proof

To clarify which spaces various sets are in we will use the following notation in this proof. Let

$$
B_{0, X}(r)=\{x \in X:\|x\|<r\}
$$

be the open ball with centre 0 and radius $r$ in the space $X$, with closure

$$
\overline{B_{0, X}(r)}=\{x \in X:\|x\| \leq r\}
$$

and let $B_{0, Y}(r)$ and $\overline{B_{0, Y}(r)}$ be the corresponding sets in the space $Y$.
(a) Since $T$ maps $X$ onto $Y$, for any $y \in Y$ there exists $x \in X$ such that $T(x)=y$. Thus $y \in\|x\| L$ and so

$$
Y=\bigcup_{n=1}^{\infty} n \bar{L}
$$

Therefore, by Theorem 1.32 (the Baire category theorem), there is $N \in \mathbb{N}$ such that $N \bar{L}$ contains an open ball. Hence $\bar{L}$ also contains an open ball, as the operation of multiplying by a non-zero scalar is a continuous function with a continuous inverse. Therefore, there exists $p \in \bar{L}$ and $t>0$ such that

$$
p+B_{0, Y}(t) \subseteq \bar{L}
$$

Let $y \in B_{0, Y}(t)$. Then $p+y$ and $y-p$ are both in $\bar{L}$ and so

$$
y=\frac{1}{2}((p+y)+(y-p)) \in \bar{L}
$$

Thus $\bar{L}$ contains $B_{0, Y}(t)$ and so the result follows by taking $r=t / 2$.
(b) Let $y \in \overline{B_{0, Y}(r / 2)}$. Since $\|2 y\| \leq r$ and $\overline{B_{0, Y}(r)} \subseteq \bar{L}$, there exists $w_{1} \in L$ such that

$$
\left\|2 y-w_{1}\right\|<r / 2
$$

Since $2^{2} y-2 w_{1} \in \overline{B_{0, Y}(r)}$ and $\overline{B_{0, Y}(r)} \subseteq \bar{L}$ there exists $w_{2} \in L$ such that

$$
\left\|2^{2} y-2 w_{1}-w_{2}\right\|<r / 2
$$

Continuing in this way we obtain a sequence $\left\{w_{n}\right\}$ in $L$ such that for all $n \in \mathbb{N}$

$$
\left\|2^{n} y-2^{n-1} w_{1}-2^{n-2} w_{2}-\cdots-w_{n}\right\|<r / 2 .
$$

Therefore, for all $n \in \mathbb{N}$,

$$
\left\|y-\sum_{j=1}^{n} 2^{-j} w_{j}\right\|<2^{-n-1} r
$$

and hence $y=\sum_{j=1}^{\infty} 2^{-j} w_{j}$. Since $w_{n} \in L$ for all $n \in \mathbb{N}$, there exists $x_{n} \in \overline{B_{0, X}(1)}$ such that $w_{n}=T\left(x_{n}\right)$. Now as

$$
\left\|\sum_{j=1}^{\infty} 2^{-j} x_{j}\right\| \leq \sum_{j=1}^{\infty} 2^{-j}=1
$$

the sequence of partial sums of $\sum_{j=1}^{\infty} 2^{-j} x_{j}$ is a Cauchy sequence and so converges to $x \in \overline{B_{0, X}(1)}$. Also

$$
T(x)=T\left(\sum_{j=1}^{\infty} 2^{-j} x_{j}\right)=\sum_{j=1}^{\infty} 2^{-j} T\left(x_{j}\right)=\sum_{j=1}^{\infty} 2^{-j} w_{j}=y
$$

Therefore $y \in L$ so $\overline{B_{0, Y}(r / 2)} \subseteq L$.
(c) By Lemma 1.12 there is a unique linear transformation $S: Y \rightarrow X$ such that $S \circ T=I_{X}$ and $T \circ S=I_{Y}$. Let $y \in Y$ with $\|y\| \leq 1$ and let $w=\frac{r y}{2}$. As $\|w\| \leq \frac{r}{2}$, we have $w=T(x)$ for some $x \in X$ with $\|x\| \leq 1$ by part (b). Therefore $y=T\left(\frac{2 x}{r}\right)$ so

$$
\|S(y)\|=\left\|\frac{2 x}{r}\right\| \leq \frac{2}{r}
$$

Thus $S$ is bounded.

As an application of Theorem 4.43 we give a converse to Lemma 4.13 for operators between Banach spaces.

## Corollary 4.44 (Closed Graph Theorem)

If $X$ and $Y$ are Banach space and $T$ is a linear transformation from $X$ into $Y$ such that $\mathcal{G}(T)$, the graph of $T$, is closed, then $T$ is continuous.

## Proof

As $X \times Y$ is a Banach space by Exercise 2.13, $\mathcal{G}(T)$ is also a Banach space since it is a closed linear subspace of $X \times Y$. Let $R: \mathcal{G}(T) \rightarrow X$ be defined by $R(x, T x)=x$. Then $R$ is a linear transformation from $\mathcal{G}(T)$ to $X$ which is one-to-one and onto. Since

$$
\|R(x, T x)\|=\|x\| \leq\|x\|+\|T x\|=\|(x, T x)\|
$$

$R$ is bounded and $\|R\| \leq 1$. Hence there is a bounded linear operator $S: X \rightarrow$ $\mathcal{G}(T)$ such that $S \circ R=I_{\mathcal{G}(T)}$ and $R \circ S=I_{X}$ by Theorem 4.43. In particular, $S x=(x, T x)$ for all $x \in X$. As

$$
\|T x\| \leq\|x\|+\|T x\|=\|(x, T x)\|=\|S x\| \leq\|S\|\|x\|
$$

for all $x \in X$, it follows that $T$ is continuous.

Part (c) of Theorem 4.43 is sufficiently important to be stated in its own right.

## Corollary 4.45 (Banach's Isomorphism Theorem)

If $X, Y$ are Banach spaces and $T \in B(X, Y)$ is bijective, then $T$ is invertible.

Despite this neat characterization of invertibility of an operator $T$, if we try to use it to solve the equation $T(x)=y$ we observe that if we can check from the definition that $T$ maps $X$ onto $Y$ then we could already have solved the equation! To avoid this cyclic argument we have to try to find another way of characterizing invertibility.

## Lemma 4.46

If $X, Y$ are normed linear spaces and $T \in B(X, Y)$ is invertible then, for all $x \in X$,

$$
\|T x\| \geq\left\|T^{-1}\right\|^{-1}\|x\|
$$

## Proof

For all $x \in X$ we have $\|x\|=\left\|T^{-1}(T x)\right\| \leq\left\|T^{-1}\right\|\|T x\|$ and so

$$
\|T x\| \geq\left\|T^{-1}\right\|^{-1}\|x\|
$$

Lemma 4.46 shows that if $T \in B(X, Y)$ is invertible then there exists $\alpha>0$ such that $\|T x\| \geq \alpha\|x\|$ for all $x \in X$. This property will form part of our next invertibility criterion.

## Lemma 4.47

Suppose that $X$ is a Banach space, $Y$ is a normed space and $T \in B(X, Y)$. If there exists $\alpha>0$ such that $\|T x\| \geq \alpha\|x\|$ for all $x \in X$, then $\operatorname{Im}(T)$ is closed.

## Proof

We use the sequential characterization of closed sets, so let $\left\{y_{n}\right\}$ be a sequence in $\operatorname{Im}(T)$ which converges to $y \in Y$. Since $y_{n} \in \operatorname{Im}(T)$, there exists $x_{n} \in X$ such that $T x_{n}=y_{n}$. Since $\left\{y_{n}\right\}$ converges, it is a Cauchy sequence so since

$$
\left\|y_{n}-y_{m}\right\|=\left\|T x_{n}-T x_{m}\right\|=\left\|T\left(x_{n}-x_{m}\right)\right\| \geq \alpha\left\|x_{n}-x_{m}\right\|,
$$

for all $m$ and $n \in \mathbb{N}$, we deduce that the sequence $\left\{x_{n}\right\}$ is a Cauchy sequence. Since $X$ is complete there exists $x \in X$ such that $\left\{x_{n}\right\}$ converges to $x$. Therefore, by the continuity of $T$,

$$
T x=\lim _{n \rightarrow \infty} T x_{n}=\lim _{n \rightarrow \infty} y_{n}=y
$$

Hence $y=T x \in \operatorname{Im}(T)$ and so $\operatorname{Im}(T)$ is closed.

From Lemmas 4.46 and 4.47 we can now give another characterization of invertible operators.

## Theorem 4.48

Suppose that $X, Y$ are Banach spaces, and $T \in B(X, Y)$. The following are equivalent:
(a) $T$ is invertible;
(b) $\operatorname{Im}(T)$ is dense in $Y$ and there exists $\alpha>0$ such that $\|T x\| \geq \alpha\|x\|$ for all $x \in X$.

## Proof

$(\mathrm{a}) \Rightarrow(\mathrm{b})$. This is a consequence of Lemmas 1.12 and 4.46 .
(b) $\Rightarrow$ (a). By hypothesis $\operatorname{Im}(T)$ is dense in $Y$ and so, since $\operatorname{Im}(T)$ is also closed, by Lemma 4.47, we have $\operatorname{Im}(T)=Y$. If $x \in \operatorname{Ker}(T)$ then $T x=0$ so

$$
0=\|T x\| \geq \alpha\|x\|
$$

and so $x=0$. Hence $\operatorname{Ker}(T)=\{0\}$ and so $T$ is invertible by Corollary 4.45.

It is worthwhile stating explicitly how this result can be used to show that an operator is not invertible. The following corollary is therefore just a reformulation of Theorem 4.48.

## Corollary 4.49

Suppose that $X, Y$ are Banach spaces, and $T \in B(X, Y)$. The operator $T$ is not invertible if and only if $\operatorname{Im}(T)$ is not dense in $Y$ or there exists a sequence $\left\{x_{n}\right\}$ in $X$ with $\left\|x_{n}\right\|=1$ for all $n \in \mathbb{N}$ but $\lim _{n \rightarrow \infty} T x_{n}=0$.

Not surprisingly Corollary 4.49 is a useful way of showing non-invertibility of an operator. Example 4.50 resolves a question left open after Example 4.39.

## Example 4.50

For any $h \in C[0,1]$, let $T_{h} \in B\left(L^{2}[0,1]\right)$ be defined by (4.3). If $f \in C[0,1]$ is defined by $f(t)=t$, then $T_{f}$ is not invertible.

## Solution

For each $n \in \mathbb{N}$ let $u_{n}=\sqrt{n} \chi_{[0,1 / n]}$. Then $u_{n} \in L^{2}[0,1]$ and

$$
\left\|u_{n}\right\|^{2}=\int_{0}^{1} \sqrt{n} \chi_{[0,1 / n]}(t) \sqrt{n} \chi_{[0,1 / n]}(t) d t=\frac{n}{n}=1
$$

for all $n \in \mathbb{N}$. However

$$
\left\|T_{f}\left(u_{n}\right)\right\|^{2}=\int_{0}^{1} t \sqrt{n} \chi_{[0,1 / n]}(t) t \sqrt{n} \chi_{[0,1 / n]}(t) d t=n \int_{0}^{1 / n} t^{2} d t=\frac{n}{3 n^{3}}
$$

Therefore, $\lim _{n \rightarrow \infty} T_{f}\left(u_{n}\right)=0$ and so $T_{f}$ is not invertible by Corollary 4.49.
It is also possible to use Theorem 4.48 to show that an operator is invertible. We use it to give an alternative solution to Example 4.39.

## Example 4.51

For any $h \in C[0,1]$, let $T_{h} \in B\left(L^{2}[0,1]\right)$ be defined by (4.3). If $f \in C[0,1]$ is defined by $f(t)=1+t$, then $T_{f}$ is invertible.

## Solution

We verify that the two conditions of Theorem 4.48 are satisfied for this operator. Let $v \in C[0,1]$ and let $u=\frac{v}{f}$. Then $u \in C[0,1]$ and

$$
\left(T_{f}(u)\right)(t)=f(t) u(t)=v(t)
$$

for all $t \in[0,1]$. Hence $T_{f}(u)=v$ and so $\operatorname{Im}\left(T_{f}\right)=C[0,1]$. Moreover,

$$
\left\|T_{f}(u)\right\|^{2}=\int_{0}^{1} f(t) u(t) \bar{f}(t) \bar{u}(t) d t=\int_{0}^{1}|f(t)|^{2}|u(t)|^{2} d t \geq \int_{0}^{1}|u(t)|^{2} d t=\|u\|^{2}
$$

for all $u \in C[0,1]$. Therefore $T_{f}$ is invertible by Theorem 4.48.
It could be argued that to show that $\operatorname{Im}\left(T_{f}\right)$ was dense in the solution to Example 4.51 was still just about as hard as finding the inverse formula explicitly. However, in the case of operators in $B(\mathcal{H})$ where $\mathcal{H}$ is a Hilbert space, there is some additional structure in $B(\mathcal{H})$, which we shall study in Chapter 6, which will enable us to obtain an alternative characterization of this density condition which is much easier to study.

We conclude this chapter with another application of the closed graph theorem.

## Theorem 4.52 (Uniform Boundedness Principle)

Let $U, X$ be Banach spaces. Suppose that $S$ is a non-empty set and, for each $s \in S, T_{s} \in B(U, X)$. If, for each $u \in U$, the set $\left\{\left\|T_{s}(u)\right\|: s \in S\right\}$ is bounded then the set $\left\{\left\|T_{s}\right\|: s \in S\right\}$ is bounded.

## Proof

Let $F_{b}(S, X)$ be the Banach space defined in Exercises 2.2 and 2.14. For each $u \in U$, define a mapping $f^{u}: S \rightarrow X$ by $f^{u}(s)=T_{s}(u)$. By definition, the set $\left\{\left\|f^{u}(s)\right\|: s \in S\right\}=\left\{\left\|T_{s}(u)\right\|: s \in S\right\}$ and hence is bounded, so $f^{u} \in F_{b}(S, X)$.

Now define a linear operator $\phi: U \rightarrow F_{b}(S, X)$ by $\phi(u)=f^{u}$. We will show that $\mathcal{G}(\phi)$, the graph of $\phi$, is closed. Let $\left\{\left(u_{n}, \phi\left(u_{n}\right)\right)\right\}$ be a sequence in $\mathcal{G}(\phi)$ which converges to $(u, g)$ in $U \times F_{b}(S, X)$. Then

$$
\lim _{n \rightarrow \infty}\left\|g(s)-\phi\left(u_{n}\right)(s)\right\| \leq \lim _{n \rightarrow \infty}\left\|g-\phi\left(u_{n}\right)\right\|_{b}=0
$$

and so, since $T_{s}$ is continuous,

$$
g(s)=\lim _{n \rightarrow \infty} \phi\left(u_{n}\right)(s)=\lim _{n \rightarrow \infty} f^{u_{n}}(s)=\lim _{n \rightarrow \infty} T_{s}\left(u_{n}\right)=T_{s}(u) .
$$

Thus $g(s)=f^{u}(s)=\phi(u)(s)$, and so $g=\phi(u)$ and $(u, g) \in \mathcal{G}(\phi)$. Hence $\mathcal{G}(\phi)$ is closed.

Now, by the closed graph theorem (Corollary 4.44), $\phi$ is bounded, so

$$
\left\|T_{s}(u)\right\|=\left\|f^{u}(s)\right\| \leq\left\|f^{u}\right\|_{b}=\|\phi(u)\|_{b} \leq\|\phi\|\|u\|, \quad s \in S, u \in U
$$

and hence $\left\|T_{s}\right\| \leq\|\phi\|$ for all $s \in S$.

## Corollary 4.53

Let $U, X$ be Banach spaces and $T_{n} \in B(U, X), n=1,2, \ldots$ Suppose that, $\lim _{n \rightarrow \infty} T_{n} u$ exists, for each $u \in U$, and define $T u=\lim _{n \rightarrow \infty} T_{n} u$. Then $T \in B(U, X)$.

## Proof

It can be seen, as in the proof of Theorem 4.27, that $T$ is linear. Next, for any $u \in U$, it follows from the the existence of the $\operatorname{limit}^{\lim _{n \rightarrow \infty}} T_{n} u$ that the set $\left\{\left\|T_{n} u\right\|: n \in \mathbb{N}\right\}$ is bounded. Thus, by Theorem 4.52 with $S=\mathbb{N}$, there exists $M$ such that $\left\|T_{n}\right\| \leq M$, for all $n \in \mathbb{N}$. Hence, $\|T u\|=\lim _{n \rightarrow \infty}\left\|T_{n} u\right\| \leq M\|u\|$, so that $T$ is bounded.

## EXERCISES

4.15 Prove Lemma 4.35.
4.16 Let $X$ be a vector space on which there are two norms $\|\cdot\|_{1}$ and $\|\cdot\|_{2}$. Suppose that under both norms $X$ is a Banach space and that there exists $k>0$ such that

$$
\|x\|_{1} \leq k\|x\|_{2}
$$

for all $x \in X$. Show that $\|\cdot\|_{1}$ and $\|\cdot\|_{2}$ are equivalent norms.
4.17 Let $c=\left\{c_{n}\right\} \in \ell^{\infty}$ and let $T_{c} \in B\left(\ell^{2}\right)$ be defined by $T_{c}\left(\left\{x_{n}\right\}\right)=$ $\left\{c_{n} x_{n}\right\}$.
(a) If $\inf \left\{\left|c_{n}\right|: n \in \mathbb{N}\right\}>0$ and $d_{n}=\frac{1}{c_{n}}$ show that $d=\left\{d_{n}\right\} \in \ell^{\infty}$ and that $T_{c} T_{d}=T_{d} T_{c}=I$.
(b) If $\lambda \notin\left\{c_{n}: n \in \mathbb{N}^{-}\right.$show that $T_{c}-\lambda I$ is invertible.
4.18 Let $c=\left\{c_{n}\right\} \in \ell^{\infty}$ and let $T_{c} \in B\left(\ell^{2}\right)$ be defined by $T_{c}\left(\left\{x_{n}\right\}\right)=$ $\left\{c_{n} x_{n}\right\}$. If $c_{n}=\frac{1}{n}$ show that $T_{c}$ is not invertible.
4.19 Let $X$ be a Banach space and suppose that $\left\{T_{n}\right\}$ is a sequence of invertible operators in $B(X)$ which converges to $T \in B(X)$. Suppose also that $\left\|T_{n}^{-1}\right\|<1$ for all $n \in \mathbb{N}$. Show that $T$ is invertible.
4.20 Let $U=\left\{u=\left\{u_{n}\right\} \in \ell^{2}: u_{n} \neq 0\right.$ for only finitely many $\left.n\right\}$. For $n \in \mathbb{N}$, define $T_{n} \in B(U, \mathbb{F})$ by $T_{n}(u)=n u_{n}$. Show that the set $\left\{\left\|T_{n}\right\|: n \in \mathbb{N}\right\}$ is not bounded. Deduce that the hypothesis in Theorem 4.52 that $U$ be complete is necessary.
4.21 Let $\left\{\alpha_{n}\right\}$ be a sequence in $\mathbb{F}$. Show that if $\sum_{n=1}^{\infty} \alpha_{n} x_{n}$ is finite for all $x=\left\{x_{n}\right\} \in \ell^{1}$ then $\left\{\alpha_{n}\right\} \in \ell^{\infty}$.

## 5

## Duality and the Hahn-Banach Theorem

In this chapter we return to the study of linear functionals and dual spaces, which were defined and briefly considered in Section 4.3. In the first section we obtain specific representations of the duals of some particular spaces. We then give various formulations of the so called Hahn-Banach theorem. This theorem enables us to construct linear functionals, on general spaces, with specific properties. This then enables us to derive various general properties of dual spaces, and also of second dual spaces. We conclude the chapter by considering "projection operators" and "weak convergence" of sequences these topics have many uses, and rely on some of the results established earlier in the chapter.

### 5.1 Dual Spaces

In this section we describe the dual of several of the standard spaces introduced in previous chapters. In general, it is relatively easy to produce some elements of a dual space but less easy to identify the entire dual space. We begin with finite dimensional spaces, for which the construction is simple. It will be convenient to introduce the following notation: for any integers $j, k$, let

$$
\delta_{j k}= \begin{cases}1, & \text { if } j=k \\ 0, & \text { if } j \neq k\end{cases}
$$

(this is often called the Kronecker delta).

## Theorem 5.1

If $X$ is a finite dimensional normed linear space with basis $\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ then $X^{\prime}$ has a basis $\left\{f_{1}, f_{2}, \ldots, f_{n}\right\}$ such that $f_{j}\left(v_{k}\right)=\delta_{j k}$, for $1 \leq j, k \leq n$. In particular, $\operatorname{dim} X^{\prime}=\operatorname{dim} X$.

## Proof

Let $x \in X$. Since $\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ is a basis for $X$, there exist unique scalars $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$ such that $x=\sum_{k=1}^{n} \alpha_{k} v_{k}$. For $j=1, \ldots, n$, define $f_{j}: X \rightarrow \mathbb{F}$ by

$$
f_{j}(x)=\alpha_{j}, \quad x \in X
$$

It can be verified that $f_{j}$ is a linear transformation such that $f_{j}\left(v_{k}\right)=\delta_{j k}$. Moreover, $f_{j} \in X^{\prime}$ by Theorem 4.9. We now show that $\left\{f_{1}, f_{2}, \ldots, f_{n}\right\}$ is a basis for $X^{\prime}$.

Suppose that $\beta_{1}, \beta_{2}, \ldots, \beta_{n}$ are scalars such that $\sum_{j=1}^{n} \beta_{j} f_{j}=0$. Then,

$$
0=\sum_{j=1}^{n} \beta_{j} f_{j}\left(v_{k}\right)=\sum_{j=1}^{n} \beta_{j} \delta_{j k}=\beta_{k}, \quad 1 \leq k \leq n
$$

and so $\left\{f_{1}, f_{2}, \ldots, f_{n}\right\}$ is linearly independent.
Now, for arbitrary $f \in X^{\prime}$, let $\gamma_{j}=f\left(v_{j}\right), j=1, \ldots, n$. Then

$$
\sum_{j=1}^{n} \gamma_{j} f_{j}\left(v_{k}\right)=\sum_{j=1}^{n} \gamma_{k} \delta_{j k}=\gamma_{k}=f\left(v_{k}\right), \quad 1 \leq k \leq n
$$

and so $f=\sum_{j=1}^{n} \gamma_{j} f_{j}$, since $\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ is a basis for $X$.
An alternative proof of the final part of Theorem 5.1 uses Theorem 4.9 and the algebraic result that if $V$ and $W$ are vector spaces then the dimension of $L(V, W)$ is the product of the dimension of $V$ times the dimension of $W$.

If $X$ is a finite dimensional normed linear space there are occasions in which it important not only to know the dimension of $X^{\prime}$, but also to know the existence of the special basis given in the Lemma 5.1. One such occasion occurs when $Y$ is a finite dimensional linear subspace of a normed linear space $X$. Suppose that $\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ is a basis for $Y$ and $\left\{f_{1}, f_{2}, \ldots, f_{n}\right\}$ is a basis for $Y^{\prime}$ such that $f_{j}\left(v_{k}\right)=\delta_{j k}$, for $1 \leq j, k \leq n$. If it is possible to find $\left\{g_{1}, g_{2}, \ldots, g_{n}\right\} \in X^{\prime}$ such that $g(y)=f(y)$ for all $y \in Y$ then this provides $n$ elements of $X^{\prime}$ which distinguish elements of $Y$. Finding such functionals $g_{j}$ is equivalent to extending the domains of the functional $f_{j}$ from the subspace $Y$ to the whole space $X$. Such an extension process is the subject of the HahnBanach theorem, which will be discussed in detail in the following sections.

We next consider the dual space of a general Hilbert space $\mathcal{H}$. We recall, from Exercise 4.3, that for any $y \in \mathcal{H}$ we can define a functional $f_{y} \in \mathcal{H}^{\prime}$ by $f_{y}(x)=(x, y), x \in \mathcal{H}$. This identifies a collection of elements of $\mathcal{H}^{\prime}$ with $\mathcal{H}$ itself. The following theorem shows that, in fact, all elements of $\mathcal{H}^{\prime}$ are of this form.

## Theorem 5.2 (Riesz-Fréchet Theorem)

Let $\mathcal{H}$ be a Hilbert space and let $f \in \mathcal{H}^{\prime}$. Then there is a unique $y \in \mathcal{H}$ such that $f(x)=f_{y}(x)=(x, y)$ for all $x \in \mathcal{H}$. Moreover $\|f\|=\|y\|$.

## Proof

(a) (Existence). If $f(x)=0$ for all $x \in \mathcal{H}$ then $y=0$ will be a suitable choice. Otherwise, $\operatorname{Ker} f=\{x \in \mathcal{H}: f(x)=0\}$ is a proper closed subspace of $\mathcal{H}$ so that $(\operatorname{Ker} f)^{\perp} \neq\{0\}$, by Theorem 3.34. Therefore there exists $z \in(\operatorname{Ker} f)^{\perp}$ such that $f(z)=1$. In particular, $z \neq 0$ so we may define $y=\frac{z}{\|z\|^{2}}$. Now let $x \in \mathcal{H}$ be arbitrary. Since $f$ is linear,

$$
f(x-f(x) z)=f(x)-f(x) f(z)=0,
$$

and hence $x-f(x) z \in \operatorname{Ker} f$. However, $z \in(\operatorname{Ker} f)^{\perp}$ so

$$
(x-f(x) z, z)=0
$$

Therefore, $(x, z)-f(x)(z, z)=0$ and so $(x, z)=f(x)\|z\|^{2}$. Hence

$$
f(x)=\left(x, \frac{z}{\|z\|^{2}}\right)=(x, y) .
$$

Now, if $\|x\| \leq 1$ then by the Cauchy-Schwarz inequality

$$
|f(x)|=|(x, y)| \leq\|x\|\|y\| \leq\|y\|,
$$

so that $\|f\| \leq\|y\|$. On the other hand, if $x=\frac{y}{\|y\|}$ then $\|x\|=1$ and

$$
\|f\| \geq|f(x)|=\frac{|f(y)|}{\|y\|}=\frac{(y, y)}{\|y\|}=\|y\| .
$$

Therefore $\|f\| \geq\|y\|$.
(b) (Uniqueness). If $y$ and $w$ are such that

$$
f(x)=(x, y)=(x, w)
$$

for all $x \in \mathcal{H}$, then $(x, y-w)=0$ for all $x \in \mathcal{H}$. Hence, by Exercise 3.1, we have $y-w=0$ and so $y=w$ as required.

Theorem 5.2 gave a representation of all the elements of the dual space $\mathcal{H}^{\prime}$ of a general Hilbert space $\mathcal{H}$, and showed that, in a sense, $\mathcal{H}^{\prime}$ can be identified with $\mathcal{H}$. The following result states this identification in a slightly more precise manner, and also shows that $\mathcal{H}^{\prime}$ is itself a Hilbert space.

## Theorem 5.3

Let $\mathcal{H}$ be a Hilbert space, and define $T_{\mathcal{H}}: \mathcal{H} \rightarrow \mathcal{H}^{\prime}$ by $T_{\mathcal{H}} y=f_{y}, y \in \mathcal{H}$. Then $T_{\mathcal{H}}$ is a bijection, and for all $\alpha, \beta \in \mathbb{F}, y, z \in \mathcal{H}$ :
(a) $T_{\mathcal{H}}(\alpha y+\beta z)=\bar{\alpha} T_{\mathcal{H}} y+\bar{\beta} T_{\mathcal{H}} z$;
(b) $\left\|T_{\mathcal{H}} y\right\|=\|y\|$.

In addition, an inner product $(\cdot, \cdot)_{\mathcal{H}^{\prime}}$ can be defined on $\mathcal{H}^{\prime}$ by

$$
\begin{equation*}
\left(T_{\mathcal{H}} z, T_{\mathcal{H}} y\right)_{\mathcal{H}^{\prime}}=(y, z)_{\mathcal{H}}, \quad y, z \in \mathcal{H} \tag{5.1}
\end{equation*}
$$

(here, we use subscripts to distinguish the space on which the inner products are defined). With this inner product, $\mathcal{H}^{\prime}$ is a Hilbert space.

## Proof

The bijectivity of $T_{\mathcal{H}}$ and property (b) follows immediately from Theorem 5.2. Next, for all $x \in \mathcal{H}$ we have

$$
f_{\alpha y+\beta z}(x)=(x, \alpha y+\beta z)=\bar{\alpha}(x, y)+\bar{\beta}(x, z)==\bar{\alpha} f_{y}(x)+\bar{\beta} f_{z}(x)
$$

which proves (a). We now check that (5.1) defines an inner product, by checking the axioms. First, we note that $\left(f_{y}, f_{y}\right)_{\mathcal{H}^{\prime}}=(y, y)_{\mathcal{H}} \geq 0$ with equality if and only if $y=0$ (and hence if and only if $f_{y}=0$ ). Also,

$$
\begin{aligned}
\left(f_{z}, f_{y}\right)_{\mathcal{H}^{\prime}} & =(y, z)_{\mathcal{H}}=\overline{(z, y)}_{\mathcal{H}}={\left.\overline{\left(f_{y}, f_{z}\right.}\right)_{\mathcal{H}^{\prime}}}^{\left(\alpha f_{y}+\beta f_{z}, f_{w}\right)_{\mathcal{H}^{\prime}}}=(w, \bar{\alpha} y+\bar{\beta} z)_{\mathcal{H}}=\alpha(w, y)_{\mathcal{H}}+\beta(w, z)_{\mathcal{H}} \\
& =\alpha\left(f_{y}, f_{w}\right)_{\mathcal{H}^{\prime}}+\beta\left(f_{z}, f_{w}\right)_{\mathcal{H}^{\prime}} .
\end{aligned}
$$

It must also be shown that the norm on $\mathcal{H}^{\prime}$ as a dual space is the same as the norm obtained from the inner product defined in (5.1). This follows from

$$
\left\|f_{y}\right\|^{2}=\|y\|^{2}=(y, y)_{\mathcal{H}}=\left(f_{y}, f_{y}\right)_{\mathcal{H}^{\prime}}
$$

by Theorem 5.2. Finally, recall that $\mathcal{H}^{\prime}$ is complete, by Corollary 4.29.

We note that, by property (a), the mapping $T_{\mathcal{H}}$ in Theorem 5.3 is not linear if $\mathbb{F}=\mathbb{C}$; such a mapping is sometimes called conjugate linear.

We now identify the duals of the Banach spaces $\ell^{p}, 1 \leq p<\infty$. We will require the following result, which is proved in Exercise 5.2.

## Lemma 5.4

For an arbitrary integer $k \geq 1$, let $\mathcal{S}_{k} \subset \ell^{\infty}$ consist of sequences of the form $x=\left(x_{1}, \ldots, x_{k}, 0,0, \ldots\right)$, and let $\mathcal{S}=\bigcup_{k \geq 1} \mathcal{S}_{k}$. The set $\mathcal{S}$ is dense in $\ell^{p}$, $1 \leq p<\infty$, but not in $\ell^{\infty}$.

In the following theorem the norm in $\ell^{p}$ will be denoted by $\|\cdot\|_{p}$, but the norm of $f \in\left(\ell^{p}\right)^{\prime}$ will simply be denoted by $\|f\|$.

## Theorem 5.5

Suppose that $1 \leq p<\infty$. If $p>1$, let $q=p /(p-1)$, while if $p=1$, let $q=\infty$.
(a) If $a=\left\{a_{n}\right\} \in \ell^{q}$ then, for any $x=\left\{x_{n}\right\} \in \ell^{p}$, the sequence $\left\{a_{n} x_{n}\right\} \in \ell^{1}$, and

$$
f_{a}(x)=\sum_{n=1}^{\infty} a_{n} x_{n}, \quad x \in \ell^{p}
$$

defines a linear functional $f_{a} \in\left(\ell^{p}\right)^{\prime}$, with $\left\|f_{a}\right\|=\|a\|_{q}$.
(b) If $f \in\left(\ell^{p}\right)^{\prime}$ then there exists a unique $a \in \ell^{q}$ such that $f=f_{a}$.
(c) By parts (a) and (b), the function $T_{p}: \ell^{q} \rightarrow\left(\ell^{p}\right)^{\prime}$ defined by $T_{p}(a)=f_{a}$, $a \in \ell^{q}$, is a linear isometric isomorphism.

## Proof

We deal with the cases $p=1$ and $p>1$ separately. First suppose that $p>1$.
(a) The linearity of $f_{a}$ is clear, while the first result, and the inequality $\left\|f_{a}\right\| \leq$ $\|a\|_{q}$, follow immediately from Hölder's inequality (Corollary 1.58). The inequality $\|a\|_{q} \leq\left\|f_{a}\right\|$ will be proved in part (b).
(b) Suppose that $f \in\left(\ell^{p}\right)^{\prime}$ is arbitrary, and define the sequence $a_{n}=f\left(\widetilde{e}_{n}\right)$, $n \geq 1$ ( $\widetilde{e}_{n}$ is as in Definition 1.60). For an arbitrary integer $k \geq 1$, define $\gamma \in \mathcal{S}_{k}$ by choosing $\gamma_{n} \in \mathbb{F}$ such that $a_{n} \gamma_{n}=\left|a_{n}\right|^{q}\left(\gamma_{n}=0\right.$ if $\left.a_{n}=0\right)$, for $n=1, \ldots, k$. Then, by the definition of $q,\left|\gamma_{n}\right|^{p}=\left|a_{n}\right|^{q}$, and so

$$
f\left(\sum_{n=1}^{k} \gamma_{n} \widetilde{e}_{n}\right)=\sum_{n=1}^{k} \gamma_{n} a_{n}=\sum_{n=1}^{k}\left|a_{n}\right|^{q} \leq\|f\|\|\gamma\|_{p}=\|f\|\left(\sum_{n=1}^{k}\left|a_{n}\right|^{q}\right)^{1 / p}
$$

and hence, since $1-\frac{1}{p}=\frac{1}{q}$,

$$
\left(\sum_{n=1}^{k}\left|a_{n}\right|^{q}\right)^{1 / q} \leq\|f\|
$$

Since $k$ is arbitrary, this proves that the sequence $a=\left\{a_{n}\right\} \in \ell^{q}$, with $\|a\|_{q} \leq\|f\|$, and hence, by the construction in part (a), the functional $f_{a}$ exists for the sequence $a$. Furthermore, for any $k \geq 1$ and $x \in \mathcal{S}_{k}$,

$$
f(x)=f\left(\sum_{n=1}^{k} x_{n} \widetilde{e}_{n}\right)=\sum_{n=1}^{k} x_{n} a_{n}=f_{a}(x)
$$

so $f=f_{a}$ on $\mathcal{S}$, and since $\mathcal{S}$ is dense in $\ell^{p}, f=f_{a}$ on $\ell^{p}$ (by Corollary 1.29). This proves that for an arbitrary $f \in\left(\ell^{p}\right)^{\prime}$ a suitable $a \in \ell^{q}$ exists. Also, it is clear that $a=b$ in $\ell^{q}$ iff $f_{a}=f_{b}$ on $\mathcal{S}$ iff $f_{a}=f_{b}$ on $\ell^{p}$ (by the density of $\mathcal{S}$ in $\ell^{p}$ ), which proves the uniqueness result and completes the proof of part (b). In addition, if we start the above construction of a sequence $a$ with a functional of the form $f_{b}$, for some $b \in \ell^{q}$, then the construction simply yields $a=b$, so the above results also yield the inequality $\|a\|_{q} \leq\left\|f_{a}\right\|$ required in part (a).

Now suppose that $p=1$. The argument is similar to the above. Part (a) follows from Example 4.4, while part (b) follows from the inequality

$$
\left|a_{n}\right|=\left|f\left(\widetilde{e}_{n}\right)\right| \leq\|f\|\left\|\widetilde{e}_{n}\right\|_{\infty}=\|f\|, \quad n \geq 1
$$

which shows that $a=\left\{a_{n}\right\} \in \ell^{\infty}$ and $\|a\|_{\infty} \leq\|f\|$.

## Remark 5.6

Theorem 5.5 shows that if $1 \leq p<\infty$ and $q$ is as in Theorem 5.5 , then the dual space $\left(\ell^{p}\right)^{\prime}$ can be identified with $\ell^{q}$. Furthermore, if $1<p<\infty$ then

$$
\begin{equation*}
\frac{1}{p}+\frac{1}{q}=1 \tag{5.2}
\end{equation*}
$$

and by the symmetry between $p$ and $q$ in this relationship we see, by Theorem 5.5, that the dual $\left(\ell^{q}\right)^{\prime}$ can be identified with $\ell^{p}$. When $p=1, q=\infty$, we see that (5.2) also holds (with the natural interpretation that $1 / \infty=0$ ). Thus, it seems reasonable to also consider the case $p=\infty, q=1$. In this case an adaptation of the proof of Theorem 5.5 shows that the corresponding mapping $T_{\infty}: \ell^{1} \rightarrow\left(\ell^{\infty}\right)^{\prime}$ is well-defined and is again an isometry, but the proof that this mapping is onto fails since, by Lemma $5.4, \mathcal{S}$ is not dense in $\ell^{\infty}$. In fact, it will be seen after Theorem 5.24 below that $\ell^{1}$ is not isomorphic to $\left(\ell^{\infty}\right)^{\prime}$.

## Remark 5.7

A similar result to Theorem 5.5 also holds for the spaces $L^{p}(\mathbb{R}), p \geq 1$. It is also possible to identify the dual spaces of the other standard normed spaces that we have discussed. Unfortunately, in most cases the proofs of these identifications require more knowledge of measure theory than we are assuming in this book, so we shall not go into more details.

## EXERCISES

5.1 Let $\mathcal{H}$ be a complex Hilbert space and let $\mathcal{M}$ be a closed linear subspace of $\mathcal{H}$. If $f \in \mathcal{M}^{\prime}$, show that there is $g \in \mathcal{H}^{\prime}$ such that $g(x)=f(x)$ for all $x \in \mathcal{M}$ and $\|f\|=\|g\|$.
5.2 Show the following:
(a) $\ell^{p}$ is separable for $1 \leq p<\infty$;
(b) $\ell^{\infty}$ is not separable;
(c) $\mathcal{S}$ is separable, and is dense in $\ell^{p}, 1 \leq p<\infty$, but not in $\ell^{\infty}$.
5.3 Let $c_{0}$ be the linear subspace of $\ell^{\infty}$ consisting of all sequences which converge to 0 . Show the following:
(a) $\mathcal{S}$ is dense in $c_{0}$, and $c_{0}$ is separable;
(b) $c_{0}$ is closed in $\ell^{\infty}$;
(c) A linear operator $T_{c_{0}}: \ell^{1} \rightarrow c_{0}^{\prime}$, can be constructed as in Theorem 5.5, and $T_{c_{0}}$ is an isometric isomorphism.

### 5.2 Sublinear Functionals, Seminorms and the Hahn-Banach Theorem

Let $X$ be a real or complex vector space. It often happens that we have a linear functional $f_{W}: W \rightarrow \mathbb{F}$ defined in a natural manner on a subspace $W \subset X$ ( $W$ is often finite dimensional), but to make use of this functional we require it to be defined on the whole of $X$. Thus we would like to know that we can extend the domain of the functional to the whole of $X$. In this context we make the following simple definition.

## Definition 5.8

Let $X$ be a vector space, $W$ a linear subspace of $X$, and $f_{W}$ a linear functional on $W$. A linear functional $f_{X}$ on $X$ is an extension of $f_{W}$ if $f_{X}(w)=f_{W}(w)$ for all $w \in W$.

In addition, it is usually useful to be able to construct an extension that does not increase the "size" of the functional (this will be made precise below, but in the specific case that $X$ is normed and $f_{W}$ is bounded we would like the extension $f_{X}$ to be bounded, with $\left.\left\|f_{W}\right\|=\left\|f_{X}\right\|\right)$. We have already seen two simple examples of such an extension process:
(a) Theorem 4.19 (b) showed that if $\bar{W}=X$ and $f_{W} \in W^{\prime}$, then $f_{W}$ can be extended, by continuity, to $X$;
(b) Exercise 5.1 showed that if $\mathcal{M}$ is a closed linear subspace of a Hilbert space $\mathcal{H}$ and $f_{\mathcal{M}} \in \mathcal{M}^{\prime}$, then $f_{\mathcal{M}}$ can be extended to $\mathcal{H}$.

In each of these cases the extended functional has the same norm as the original functional. This is clearly better than simply producing an extension (which may not even be continuous). To describe the "size" of a functional we introduce the following concepts.

## Definition 5.9

Let $X$ be a real vector space. A sublinear functional on $X$ is a function $p: X \rightarrow$ $\mathbb{R}$ such that:
(a) $p(x+y) \leq p(x)+p(y), \quad x, y \in X$.
(b) $p(\alpha x)=\alpha p(x), \quad x \in X, \alpha \geq 0$.

## Example 5.10

(a) If $f$ is a linear functional on $X$ then it is sublinear.
(b) If $f$ is a non-zero linear functional on $X$ then the functional $p(x)=|f(x)|$ is not linear, but is sublinear.
(c) If $X$ is a normed space then $p(x)=\|x\|$ is sublinear.
(d) Let $X=\mathbb{R}^{2}$ and define $p\left(x_{1}, x_{2}\right)=\left|x_{1}\right|+x_{2}$. Then $p$ is sublinear.

It follows from the definition that if $p$ is a sublinear functional on $X$ then

$$
p(0)=0, \quad-p(-x) \leq p(x), \quad x \in X,
$$

and

$$
-p(y-x) \leq p(x)-p(y) \leq p(x-y), \quad x, y \in X
$$

It need not be the case that $p(x) \geq 0$ for all $x \in X$ (for instance, see Example 5.10 (a) and (d)), but if, in addition, $p$ satisfies $p(-x)=p(x)$ for all $x \in X$ then $p(x) \geq 0, x \in X$, and the latter result above becomes

$$
|p(x)-p(y)| \leq p(x-y), \quad x, y \in X
$$

For complex spaces we need a restriction on the sublinear functionals that are going to be useful.

## Definition 5.11

Let $X$ be a real or complex vector space. A seminorm on $X$ is a real-valued function $p: X \rightarrow \mathbb{R}$ such that:
(a) $p(x+y) \leq p(x)+p(y), x, y \in X$.
(b) $p(\alpha x)=|\alpha| p(x), x \in X, \alpha \in \mathbb{F}$.

Comparing Definitions 5.9 and 5.11 , we see that the distinction between a seminorm and a sublinear functional lies in property (b). We also see that a seminorm $p$ is a norm if and only if $p(x)=0$ implies $x=0$. If $X$ is real then a seminorm $p$ is a sublinear functional, but the converse need not be true.

## Example 5.12

Examples (b) and (c) in Example 5.10 are seminorms, even on complex spaces. Examples (a) and (d) in Example 5.10 are not seminorms (assuming $f$ is nonzero in case (a))

Note that if $p$ is a seminorm on $X$ then

$$
p(0)=0, \quad p(-x)=p(x), \quad p(x) \geq 0, \quad x \in X,
$$

and

$$
|p(x)-p(y)| \leq p(x-y), \quad x, y \in X
$$

(these properties need not hold for a sublinear functional).
The extension process will differ slightly for the real and complex cases. We first state a general result for the real case; the proof of this theorem will be given in the following sections.

## Theorem 5.13 (The Hahn-Banach Theorem)

Let $X$ be a real vector space, with a sublinear functional $p$ defined on $X$. Suppose that $W$ is a linear subspace of $X$ and $f_{W}$ is a linear functional on $W$ satisfying

$$
\begin{equation*}
f_{W}(w) \leq p(w), \quad w \in W \tag{5.3}
\end{equation*}
$$

Then $f_{W}$ has an extension $f_{X}$ on $X$ such that

$$
\begin{equation*}
f_{X}(x) \leq p(x), \quad x \in X \tag{5.4}
\end{equation*}
$$

## Remark 5.14

It follows immediately from (5.4) that

$$
\begin{equation*}
-p(-x) \leq-f_{X}(-x)=f_{X}(x) \leq p(x), \quad x \in X \tag{5.5}
\end{equation*}
$$

We now derive a form of the Hahn-Banach theorem for the complex case from the real case dealt with in Theorem 5.13. To do this we first note that an arbitrary complex vector space $V$ can be regarded as a real space simply by restricting scalar multiplication to real numbers; we will call this real vector space $V_{R}$ (we emphasize that the elements of $V$ and $V_{R}$ are the same; the difference between the two spaces is simply that for $V_{R}$ we only allow multiplication by real numbers). If, in addition, $V$ is a normed space then clearly $V_{R}$ is a normed space, with the same norm as on $V$.

## Lemma 5.15

If $g$ is a linear functional on $V$ then there exists a unique, real-valued, linear functional $g_{R}$ on $V_{R}$ such that

$$
\begin{equation*}
g(v)=g_{R}(v)-i g_{R}(i v), \quad v \in V . \tag{5.6}
\end{equation*}
$$

Conversely, if $g_{R}$ is a real-valued, linear functional on $V_{R}$ and $g$ is defined by (5.6), then $g$ is a complex-valued, linear functional on $V$.

If, in addition, $V$ is a normed space then $g \in V^{\prime} \Longleftrightarrow g_{R} \in V_{R}^{\prime}$ and, in this case, $\|g\|=\left\|g_{R}\right\|$.

## Proof

For arbitrary $v \in V$ we can write

$$
g(v)=g_{R}(v)+i g_{I}(v), \quad v \in V,
$$

where $g_{R}(v), g_{I}(v)$ are real-valued. It can readily be verified that $g_{R}, g_{I}$ are real-valued, linear functionals on $V_{R}$. Also, for any $v \in V$,

$$
g(i v)=g_{R}(i v)+i g_{I}(i v)=i g(v)=i g_{R}(v)-g_{I}(v)
$$

so that $g_{R}(i v)=-g_{I}(v)$, and hence (5.6) holds. The converse result is easy to verify. The final result is proved in Exercise 5.5.

Lemma 5.15 allows us to construct extensions of complex linear transformations from extensions of real linear transformations.

## Lemma 5.16

Let $X$ be a complex vector space and let $p$ be a seminorm on $X$. Suppose that $W$ is a linear subspace of $X$ and $f_{W}$ is a linear functional on $W$ satisfying

$$
\left|f_{W}(w)\right| \leq p(w), \quad w \in W
$$

Suppose that $f_{W, R}$, the real functional on $W_{R}$ obtained by applying Lemma 5.15 to $f_{W}$, has an extension $f_{X, R}$ on $X_{R}$, satisfying

$$
\left|f_{X, R}(x)\right| \leq p(x), \quad x \in X_{R}
$$

Then $f_{W}$ has an extension $f_{X}$ on $X$ such that

$$
\begin{equation*}
\left|f_{X}(x)\right| \leq p(x), \quad x \in X \tag{5.7}
\end{equation*}
$$

## Proof

By Lemma 5.15 there is a corresponding complex functional $f_{X}$ on $X$, which is clearly an extension of $f_{W}$. To show that $f_{X}$ satisfies (5.7), suppose that $x \in X$, with $f_{X}(x) \neq 0$, and choose $\alpha \in \mathbb{C}$ such that $\left|f_{X}(x)\right|=\alpha f_{X}(x)$ (clearly, $|\alpha|=1$ ). Then

$$
\left|f_{X}(x)\right|=f_{X}(\alpha x)=f_{X, R}(\alpha x) \leq p(\alpha x)=p(x)
$$

since $p$ is a seminorm. This completes the proof.
Combining Theorem 5.13 and Lemma 5.15 yields the following general version of the Hahn-Banach theorem.

## Theorem 5.17 (The Hahn-Banach Theorem)

Let $X$ be a real or complex vector space and let $p$ be a seminorm on $X$. Suppose that $W$ is a linear subspace of $X$ and $f_{W}$ is a linear functional on $W$ satisfying

$$
\left|f_{W}(w)\right| \leq p(w), \quad w \in W
$$

Then $f_{W}$ has an extension $f_{X}$ on $X$ such that

$$
\left|f_{X}(x)\right| \leq p(x), \quad x \in X
$$

## Proof

If $X$ is a real normed space this follows from Theorem 5.13 and the fact that $p$ is a seminorm. Hence we suppose that $X$ is a complex normed space. Let $f_{W, R}$ denote the real functional on $W_{R}$ obtained by applying Lemma 5.15 to $f_{W}$. Clearly, by (5.6),

$$
f_{W, R}(w) \leq\left|f_{W, R}(w)\right| \leq\left|f_{W}(w)\right| \leq p(w) \quad w \in W
$$

Thus, by Theorem 5.13, $f_{W, R}$ has an extension $f_{X, R}$ on $X_{R}$, satisfying

$$
\left|f_{X, R}(x)\right| \leq p(x), \quad x \in X_{R}
$$

The result now follows by Lemma 5.16.

## EXERCISES

5.4 Prove the assertions in Example 5.10.
5.5 Prove the final part of Lemma 5.15.

### 5.3 The Hahn-Banach Theorem in Normed Spaces

In this section we state a form of the Hahn-Banach theorem in normed spaces. Although the result (Theorem 5.19) is a special case of Theorem 5.17 we consider it in its own right in this section since it is the case that we will use most in applications, many of which we describe later in this section. The proof of both theorems relies on a step by step "one dimensional extension" process, which we describe first.

## Lemma 5.18

Let $X$ be a real linear space, $W$ a proper linear subspace of $X$, and let $p$ be a sublinear functional on $X$ and $f_{W}$ a linear functional on $W$, such that $f_{W}(w) \leq p(w)$ for all $w \in W$. Suppose that $z_{1} \notin W$, and let

$$
W_{1}=\operatorname{Sp}\left\{z_{1}\right\} \oplus W=\left\{\alpha z_{1}+w: \alpha \in \mathbb{R}, w \in W\right\} .
$$

Then there exists $\xi_{1} \in \mathbb{R}$ and $f_{W_{1}}: W_{1} \rightarrow \mathbb{R}$ satisfying

$$
\begin{equation*}
f_{W_{1}}\left(\alpha z_{1}+w\right)=\alpha \xi_{1}+f_{W}(w) \leq p\left(\alpha z_{1}+w\right), \quad \alpha \in \mathbb{R}, w \in W \tag{5.8}
\end{equation*}
$$

Clearly, $f_{W_{1}}$ is linear on $W_{1}$, and $f_{W_{1}}(w)=f_{W}(w), w \in W$, so $f_{W_{1}}$ is an extension of $f_{W}$.

## Proof

For any $u, v \in W$, we have

$$
f_{W}(u)+f_{W}(v)=f_{W}(u+v) \leq p(u+v) \leq p\left(u-z_{1}\right)+p\left(v+z_{1}\right)
$$

and so

$$
f_{W}(u)-p\left(u-z_{1}\right) \leq-f_{W}(v)+p\left(v+z_{1}\right) .
$$

Hence,

$$
\xi_{1}=\inf _{v \in W}\left\{-f_{W}(v)+p\left(v+z_{1}\right)\right\}>-\infty
$$

and

$$
-\xi_{1}+f_{W}(u) \leq p\left(u-z_{1}\right), \quad \xi_{1}+f_{W}(v) \leq p\left(v+z_{1}\right), \quad u, v \in W
$$

Multiplying the first inequality by $\beta>0$ and writing $\alpha=-\beta$, $w=\beta u$, yields (5.8) when $\alpha<0$. Similarly, the second inequality above yields (5.8) when $\alpha>0$, while (5.8) when $\alpha=0$ follows immediately from the definition of $p$.

The next result is the main result of this section. In principle, it follows immediately from Theorem 5.17 , by using the specific seminorm $p$ described in the proof below and, as shown above, Theorem 5.17 is a consequence of Theorem 5.13, which will be proved in Section 5.4. Despite this, we will give a proof of Theorem 5.19 here for the special case where $X$ is separable. We do this because this proof is relatively simple, and illustrates how the general proof works, without the difficulties encountered in the general proof.

## Theorem 5.19 (The Hahn-Banach Theorem for Normed Spaces)

Let $X$ be a real or complex normed space and $W$ a linear subspace of $X$. For any $f_{W} \in W^{\prime}$ there exists an extension $f_{X} \in X^{\prime}$ of $f_{W}$ such that $\left\|f_{X}\right\|=\left\|f_{W}\right\|$.

## Proof

Let $p(x)=\left\|f_{W}\right\|\|x\|$ for $x \in X$. Then $p$ is a seminorm on $X$. We can assume that $W \neq X$ and $W$ is closed (there is nothing to prove if $W=X$, and if $W$ is not closed then, by Theorem 4.19 (b), $f_{W}$ has an extension by continuity,
$f_{\bar{W}}$, to $\bar{W}$, with $\left.\left\|f_{\bar{W}}\right\|=\left\|f_{W}\right\|\right)$. We first discuss the real case, and then derive the proof in the complex case from this. From now on, we suppose that $X$ is separable.
(a) Suppose that $X$ is real. We note that (5.8), together with the form of $p$, implies that the extension $f_{1}$ constructed in Lemma 5.18 satisfies $f_{1} \in W_{1}^{\prime}$ and $\left\|f_{W_{1}}\right\|=\left\|f_{W}\right\|$. A slight extension of the solution of Exercise 7.15 now shows that there exists a sequence of unit vectors $\left\{z_{n}\right\}$ in $X \backslash W$ such that, if we define

$$
W_{n}=\operatorname{Sp}\left\{z_{1}, \ldots, z_{n}\right\} \oplus W, n \geq 1, \quad W_{\infty}=\operatorname{Sp}\left\{z_{1}, z_{2}, \ldots\right\} \oplus W
$$

then $z_{n+1} \notin W_{n}, n \geq 1$, and $X=\bar{W}_{\infty}$ (or $X=W_{n}$, for some finite $n$, in which case the extension $f_{X} \in X^{\prime}$ can be constructed simply by applying Lemma $5.18 n$ times).

Let $W_{0}=W, f_{0}=f_{W}$, and suppose that, for some $n \geq 0$, we have an extension $f_{n} \in W_{n}^{\prime}$ of $f_{W}$ satisfying $\left\|f_{n}\right\|=\left\|f_{W}\right\|$. Applying Lemma 5.18 to $f_{n}$ yields an extension $f_{n+1} \in W_{n+1}^{\prime}$ with $\left\|f_{n+1}\right\|=\left\|f_{n}\right\|=\left\|f_{W}\right\|$. We conclude that, for every $n \geq 0$, there is an extension $f_{n} \in W_{n}^{\prime}$, with $\left\|f_{n}\right\|=\left\|f_{W}\right\|$. We now show that there is an extension of these functionals to $W_{\infty}$, and then to $X$.

For any $x \in W_{\infty}$ there exists an integer $n(x)$ such that $x \in W_{n(x)}$, so that for all $m \geq n(x), x \in W_{m}$ and $f_{m}(x)=f_{n(x)}(x)$. Thus we may define $f_{\infty}(x)=f_{n(x)}(x)$. It is clear from the properties of the functionals $f_{n}$, $n \geq 0$, that $f_{\infty}$ is an extension of $f_{W}$ and satisfies $\left\|f_{\infty}\right\|=\left\|f_{W}\right\|$. Finally, since $X=\bar{W}_{\infty}, f_{\infty}$ has an extension by continuity, $f_{X} \in X^{\prime}$, satisfying $\left\|f_{X}\right\|=\left\|f_{\infty}\right\|=\left\|f_{W}\right\|$, which completes the proof of the theorem when $X$ is real.
(b) Now suppose that X is complex. Applying the first part of the proof and Lemma 5.16 to $f_{W} \in W^{\prime}$ yields a complex linear functional $f_{X} \in X^{\prime}$ such that

$$
\left|f_{X}(x)\right| \leq p(x)=\left\|f_{W}\right\|\|x\|, \quad x \in X
$$

Therefore $\left\|f_{X}\right\|=\left\|f_{W}\right\|$.

## Remark 5.20

If $X$ is not separable then, in general, in the above proof we cannot expect a sequence of vectors $z_{1}, z_{2}, \ldots$, to yield $X=\bar{W}_{\infty}$. Hence, a standard inductive construction of the above type cannot, in general, deal with a non-separable space $X$, so a more sophisticated form of "transfinite induction" is required. The tool that we use is a powerful set theoretic result called Zorn's lemma. We leave the details to Section 5.4.

In the rest of this section we present some immediate consequences of Theorem 5.19. To avoid repetition, throughout the following results $X$ and $W$ satisfy the hypotheses of Theorem 5.19

## Theorem 5.21

Suppose that $x \in X$ satisfies

$$
\delta=\inf _{w \in W}\|x-w\|>0
$$

Then there exists $f \in X^{\prime}$ such that $\|f\|=1, f(x)=\delta$, and $f(w)=0$ for all $w \in W$.

## Proof

Without loss of generality we may suppose that $W$ is closed (if $W$ is not closed, we simply replace it by its closure, which does not change the value of $\delta$ ). Let $Y=\operatorname{Sp}\{x\} \oplus W$, and define a linear functional $f_{Y}$ on $Y$ by

$$
f_{Y}(\alpha x+w)=\alpha \delta, \quad \alpha \in \mathbb{F}, w \in W
$$

Clearly,

$$
\left|f_{Y}(\alpha x+w)\right|=|\alpha| \delta \leq|\alpha|\left\|x+\alpha^{-1} w\right\|=\|\alpha x+w\|
$$

which implies that $f_{Y} \in Y^{\prime}$, and $\left\|f_{Y}\right\| \leq 1$.
We now prove that $\left\|f_{Y}\right\| \geq 1$. Choose an arbitrary $\epsilon \in(0,1)$. By Riesz' lemma (Theorem 2.25), there exists $y_{\epsilon}=\alpha_{\epsilon} x+w_{\epsilon} \in Y$ such that $\left\|y_{\epsilon}\right\|=1$ and $\left\|y_{\epsilon}-w\right\|>1-\epsilon$ for all $w \in W$. Hence, by the definition of $\delta$, we can choose $w \in W$ such that

$$
1-\epsilon<\left\|\alpha_{\epsilon} x+w_{\epsilon}-w\right\|=\left|\alpha_{\epsilon}\right|\left\|x+\alpha_{\epsilon}^{-1}\left(w_{\epsilon}-w\right)\right\|<\left|\alpha_{\epsilon}\right| \delta(1+\epsilon)
$$

from which we obtain

$$
\left|f_{Y}\left(\alpha_{\epsilon} x+w_{\epsilon}-w\right)\right|=\left|\alpha_{\epsilon}\right| \delta>\frac{1-\epsilon}{1+\epsilon} .
$$

Since $\epsilon$ was arbitrary, this implies that $\left\|f_{Y}\right\| \geq 1$.
We now have $\left\|f_{Y}\right\|=1$ so, by Theorem 5.19, $f_{Y}$ has an extension $f \in X^{\prime}$, with $\|f\|=1$. By the construction, it is clear that $f$ also has all the other required properties, which completes the proof.

Theorem 5.21 immediately yields the following results, see Exercise 5.6.

Corollary 5.22
For any $x \in X$ :
(a) there exists $f \in X^{\prime}$ such that $\|f\|=1$ and $f(x)=\|x\|$.
(b) $\|x\|=\sup \left\{|f(x)|: f \in X^{\prime},\|f\|=1\right\}$.
(c) If $y \in X$ with $x \neq y$, then there exists $f \in X^{\prime}$ such that $f(x) \neq f(y)$.

## Corollary 5.23

If $x_{1}, \ldots, x_{n} \in X$ are linearly independent then there exists $f_{1}, \ldots, f_{n} \in X^{\prime}$ such that $f_{j}\left(x_{k}\right)=\delta_{j k}$, for $1 \leq j, k \leq n$.

Next, we have the following result on the "sizes" of $X$ and $X^{\prime}$.

## Theorem 5.24

If $X^{\prime}$ is separable then so is $X$.

## Proof

Let $B=\left\{f \in X^{\prime}:\|f\|=1\right\}$. It follows immediately from the separability of $X^{\prime}$ that we can choose a countable set of functionals $F=\left\{f_{1}, f_{2}, \ldots\right\} \subset B$ which is dense in $B$. For each $n \geq 1$, choose $w_{n}$ such that $\left\|w_{n}\right\|=1$ and $f_{n}\left(w_{n}\right) \geq \frac{1}{2}$, and let $W=\overline{\mathrm{Sp}}\left\{w_{1}, w_{2}, \ldots\right\}$. Now suppose that $W$ is a proper subspace of $X$. Then, by Theorem 5.21, there exists $f \in B$ such that $f(w)=0, w \in W$. However, this yields

$$
\frac{1}{2} \leq\left|f_{n}\left(w_{n}\right)\right|=\left|f_{n}\left(w_{n}\right)-f\left(w_{n}\right)\right| \leq\left\|f_{n}-f\right\|\left\|w_{n}\right\|=\left\|f_{n}-f\right\|, \quad n \geq 1
$$

which contradicts the density of $F$ in $B$, and so proves that $W=X$. It follows from this that the set of finite linear combinations of the points $\left\{w_{1}, w_{2}, \ldots\right\}$, formed with rational (or complex rational) scalar coefficients, is a countable dense set in $X$, and so $X$ is separable, by an argument similar to that used in the proof of part (b) of Theorem 3.52.

We note that $\ell^{p}$ is separable for all $1 \leq p<\infty$, but $\ell^{\infty}$ is not separable (see Exercise 5.2). This illustrates Theorem 5.24, and also shows that the converse is false since, by Theorem $5.5,\left(\ell^{1}\right)^{\prime}$ is isometrically isomorphic to $\ell^{\infty}$. In addition, it follows from Theorem 5.24 that $\left(\ell^{\infty}\right)^{\prime}$ is not separable, so $\ell^{1}$ cannot be isomorphic to $\left(\ell^{\infty}\right)^{\prime}$ (cf. Remark 5.6).

## EXERCISES

5.6 Prove Corollaries 5.22 and 5.23.
5.7 Let $X$ be a normed space and $W$ a linear subspace of $X$. Show that exactly one of the following alternatives holds: (i) $W$ is dense in $X$; (ii) $W \subset \operatorname{Ker} f$, for some non-zero $f \in X^{\prime}$.
5.8 Show that there exists a non-zero functional $f \in\left(\ell^{\infty}\right)^{\prime}$ such that $f\left(\widetilde{e}_{n}\right)=0$ for all $n \geq 1$. Deduce that $f$ cannot be represented by a functional of the form $f_{a}$ as in Theorem 5.5, for any sequence $a$.

### 5.4 The General Hahn-Banach theorem

In this section we will prove Theorem 5.13, and then present an application of this result which illustrates how the use of a general sublinear functional $p$ can allow us to obtain results that the simple norm preservation result in Theorem 5.19 cannot yield.

As mentioned in Remark 5.20, the proof of Theorem 5.13 requires the use of a form of "transfinite induction" based on Zorn's lemma, so we first describe this result, then give the proof of the theorem.

## Definition 5.25

Suppose that $\mathcal{M}$ is a non-empty set and $\prec$ is an ordering on $M$. Then $\prec$ is a partial order on $M$ if
(a) $x \prec x$ for all $x \in \mathcal{M}$;
(b) if $x \prec y$ and $y \prec x$ then $x=y$;
(c) if $x \prec y$ and $y \prec z$ then $x \prec z$.
and $\mathcal{M}$ is a partially ordered set. If, in addition, $\prec$ is defined for all pairs of elements (that is, for any $x, y \in \mathcal{M}$, either $x \prec y$ or $y \prec x$ holds), then $\prec$ is a total order and $\mathcal{M}$ is a totally ordered set.

If $\mathcal{N} \subset \mathcal{M}$ and $\prec$ is a partial (total) order on $\mathcal{M}$ then $\prec$ can be restricted to $\mathcal{N}$, and $\mathcal{N}$ is then a partially (totally) ordered set.

If $\mathcal{M}$ is a partially ordered set, then $y \in \mathcal{M}$ is a maximal element of $\mathcal{M}$ if $y \prec x \Rightarrow y=x$. If $\mathcal{N} \subset \mathcal{M}$, then $y \in \mathcal{M}$ is an upper bound for $\mathcal{N}$ if $x \prec y$ for all $x \in \mathcal{N}$.

## Example 5.26

(a) The usual order $\leq$ on $\mathbb{R}$ is a total order.
(b) A partial order on $\mathbb{R}^{2}$ is given by $\left(x_{1}, x_{2}\right) \prec\left(y_{1}, y_{2}\right) \Longleftrightarrow x_{1} \leq y_{1}, x_{2} \leq y_{2}$.
(c) Let $S$ be an arbitrary set, and let $\mathcal{M}$ be the set of all subsets of $S$. The relation of set inclusion, that is $A \prec B \Longleftrightarrow A \subset B$, for $A, B \in \mathcal{M}$, is a partial order on $\mathcal{M}$.

## Lemma 5.27 (Zorn's Lemma)

Let $\mathcal{M}$ be a non-empty, partially ordered set, such that every totally ordered subset of $\mathcal{M}$ has an upper bound. Then there exists a maximal element in $\mathcal{M}$.

Zorn's lemma is, essentially, a set-theoretic result, and is known to be equivalent to the axiom of choice. We will only use it in the following proof, but it has many other applications in functional analysis.

## Proof (of Theorem 5.13.)

Let $\mathcal{E}$ denote the set of linear functionals $f$ on $X$ satisfying the conditions:
(a) $f$ is defined on a linear subspace $D_{f}$, such that $W \subset D_{f} \subset X$;
(b) $f(w)=f_{W}(w), w \in W$;
(c) $f(x) \leq p(x), x \in D_{f}$.

In other words, $\mathcal{E}$ is the set of all extensions $f$ of $f_{W}$, to general subspaces $D_{f} \subset X$, which satisfy the hypotheses of the theorem on their domain. We will apply Zorn's lemma to the set $\mathcal{E}$, and show that the resulting maximal element of $\mathcal{E}$ is the desired functional. Thus, we first verify that $\mathcal{E}$ satisfies the hypotheses of Zorn's lemma.

Since $f_{W} \in \mathcal{E}$, the set $\mathcal{E} \neq \emptyset$. Next, define a relation $\prec$ on $\mathcal{E}$ as follows: for any $f, g \in \mathcal{E}$,

$$
f \prec g \Longleftrightarrow D_{f} \subset D_{g} \text { and } f(x)=g(x) \text { for all } x \in D_{f} ;
$$

in other words, $f \prec g$ iff $g$ is an extension of $f$. It can readily be verified that the relation $\prec$ is a partial order on $\mathcal{E}$ (it is not a total order since there are functionals $f, g \in \mathcal{E}$, neither of which is an extension of the other, even though they are both extensions of $f_{W}$ ). Now suppose that $\mathcal{G} \subset \mathcal{E}$ is totally ordered (by the definitions, $\mathcal{G}$ is totally ordered iff, for any $f, g \in \mathcal{G}$, one of these functionals is an extension of the other). We will construct an upper bound for $\mathcal{G}$ in $\mathcal{E}$.

Define the set

$$
Z_{\mathcal{G}}=\bigcup_{f \in \mathcal{G}} D_{f}
$$

Using the total ordering of $\mathcal{G}$, it can be verified that $Z_{\mathcal{G}}$ is a linear subspace of $X$. We now define a linear functional $f_{\mathcal{G}}$ on $Z_{\mathcal{G}}$ as follows. Choose $z \in Z_{\mathcal{G}}$. Then there exists $\xi \in \mathcal{E}$ such that $z \in D_{\xi}$; define $f_{\mathcal{G}}(z)=\xi(z)$ (this definition does not depend on $\xi$ since, if $\eta$ is another functional in $\mathcal{G}$ for which $z \in D_{\eta}$, then by the total ordering of $\mathcal{G}$ we have $\xi(z)=\eta(z)$ ). Again, we can use the total ordering of $\mathcal{G}$ to verify that $f_{\mathcal{G}}$ is linear. Also, since $\xi \in \mathcal{E}$, we have $f_{\mathcal{G}}(z)=\xi(z) \leq p(z)$, and if $z \in W$ then $f_{\mathcal{G}}(z)=f_{W}(z)$. Hence $f_{\mathcal{G}} \in \mathcal{E}$ and $f \prec f_{\mathcal{G}}$ for all $f \in \mathcal{G}$. Thus $f_{\mathcal{G}}$ is an upper bound for $\mathcal{G}$.

Having shown that all the hypotheses of Zorn's lemma are satisfied, we conclude that $\mathcal{E}$ has a maximal element $f_{\max }$. Now suppose that the domain $D_{f_{\max }} \neq X$. Then Lemma 5.18 shows that $f_{\max }$ has an extension, which also lies in $\mathcal{E}$. However, this contradicts the maximality of $f_{\max }$ in $\mathcal{E}$, so we must have $D_{f_{\max }}=X$, and hence $f_{X}=f_{\max }$ is the desired extension. This completes the proof of Theorem 5.13.

As an example of the use of Theorem 5.13 we now prove a so called "separation" theorem for convex sets (recall that convex sets were defined in Definition 3.31). A geometric interpretation of the result will be described below. The theorem will be proved by defining a suitable sublinear functional $p$ and then using Theorem 5.13. The functional $p$ will be chosen in such a way that the desired separation property follows, in effect, from the estimate (5.4). This will illustrate how Theorem 5.13, with a suitable functional $p$, can yield additional structure of the extension, compared with the simple norm-preserving extensions given by Theorem 5.19. We begin by describing a certain class of sublinear functionals.

## Definition 5.28

Let $C$ be an open set in a real normed space $X$, with $0 \in C$. The Minkowski functional $p_{C}$ of $C$ is defined by

$$
p_{C}(x)=\inf \left\{\alpha>0: \alpha^{-1} x \in C\right\}, \quad x \in X
$$

(since $C$ is open and $0 \in C$, the set on the right hand side is non-empty, so $p_{C}(x)$ is well-defined).

Lemma 5.29
Let $C$ and $X$ be as in Definition 5.28 and, in addition, suppose that $C$ is convex.

Then $p_{C}$ is a sublinear functional on $X$, with

$$
\begin{equation*}
C=\left\{x: p_{C}(x)<1\right\} \tag{5.9}
\end{equation*}
$$

and there exists a constant $c>0$ such that

$$
\begin{equation*}
0 \leq p_{C}(x) \leq c\|x\|, \quad x \in X \tag{5.10}
\end{equation*}
$$

## Proof

For $x, y \in X$, choose arbitrary $\alpha>p_{C}(x), \beta>p_{C}(y)$, and let $s=\alpha+\beta$. By the definition of $p_{C}, \alpha^{-1} x \in C, \beta^{-1} y \in C$, and since $C$ is convex,

$$
\frac{1}{s}(x+y)=\frac{\alpha}{s} \alpha^{-1} x+\frac{\beta}{s} \beta^{-1} y \in C .
$$

Hence, $p_{C}(x+y) \leq s$, and so, since $\alpha, \beta$ were arbitrary, $p_{C}(x+y) \leq p_{C}(x)+$ $p_{C}(y)$, which proves that $p_{C}$ satisfies (a) in Definition 5.9. It is easy to see from the definition of $p_{C}$ that (b) in Definition 5.9 also holds, so that $p_{C}$ is sublinear.

Now, $C$ contains an open ball $B_{0}(\delta)$, for some $\delta>0$, and hence, by the definition of $p_{C}$,

$$
\|z\|<\delta \quad \Rightarrow \quad z \in C \quad \Rightarrow \quad\left|p_{C}(z)\right| \leq 1
$$

and (5.10) follows immediately from this by putting $z=\frac{1}{2} \delta x /\|x\|$.
Finally, suppose that $x \in C$. Since $C$ is open, $\alpha^{-1} x \in C$, for some $\alpha<1$, so $p_{C}(x) \leq \alpha<1$. On the other hand, if $p_{C}(x)<1$ then $\alpha^{-1} x \in C$, for some $\alpha<1$, and so, since $0 \in C$ and $C$ is convex, $x=\alpha\left(\alpha^{-1} x\right)+(1-\alpha) 0 \in C$. This proves (5.9).

## Theorem 5.30 (Separation Theorem)

Suppose that $X$ is a real or complex normed space and $A, B \subset X$ are nonempty, disjoint, convex sets.
(a) If $A$ is open then there exists $f \in X^{\prime}$ and $\gamma \in \mathbb{R}$ such that

$$
\begin{equation*}
\Re \mathrm{e} f(a)<\gamma \leq \Re \mathrm{e} f(b), \quad a \in A, b \in B \tag{5.11}
\end{equation*}
$$

(b) If $A$ is compact and $B$ is closed then there exists $f \in X^{\prime}$ and $\delta>0$ such that

$$
\begin{equation*}
\Re \mathrm{e} f(a) \leq \gamma-\delta<\gamma+\delta \leq \Re \mathrm{e} f(b), \quad a \in A, b \in B \tag{5.12}
\end{equation*}
$$

## Proof

By Exercise 5.10, it suffices to consider the real case (of course, if $X$ is real we omit $\Re \mathrm{e}$ in (5.11) and (5.12)).
(a) Choose $a_{0} \in A, b_{0} \in B$, and let $w_{0}=b_{0}-a_{0}$, and $C=w_{0}+A-B$. Then $C$ is a convex, open set containing 0 , so the Minkowski functional $p_{C}$ is well-defined and sublinear. Also, since $A$ and $B$ are disjoint, $w_{0} \notin C$, so by (5.9), $p_{C}\left(w_{0}\right) \geq 1$.

Let $W=\operatorname{Sp}\left\{w_{0}\right\}$, and define a linear functional $f_{W}$ on $W$ by $f_{W}\left(\alpha w_{0}\right)=\alpha$, $\alpha \in \mathbb{R}$. If $\alpha \geq 0$ then

$$
f_{W}\left(\alpha w_{0}\right) \leq \alpha p_{C}\left(w_{0}\right)=p_{C}\left(\alpha w_{0}\right),
$$

while if $\alpha<0$ then

$$
f_{W}\left(\alpha w_{0}\right)<0 \leq p_{C}\left(\alpha w_{0}\right)
$$

Thus $f_{W}$ satisfies (5.3), and so, by Theorem $5.13, f_{W}$ has an extension $f$ on $X$ which satisfies (5.4). Combining this with (5.5) and (5.10) shows that $f \in X^{\prime}$. Now, for any $a \in A, b \in B$, we have $w_{0}+a-b \in C$, so that

$$
1+f(a)-f(b)=f\left(w_{0}+a-b\right) \leq p\left(w_{0}+a-b\right)<1
$$

by Lemma 5.29. Hence, defining $\gamma=\inf \{f(b): b \in B\}$, this yields

$$
\begin{equation*}
f(a) \leq \gamma \leq f(b), \quad a \in A, b \in B \tag{5.13}
\end{equation*}
$$

To obtain (5.11) from this, suppose that there is $a \in A$ such that $f(a)=\gamma$. Since $A$ is open there exists sufficiently small $\delta>0$ such that $a+\delta w_{0} \in A$, and hence,

$$
f\left(a+\delta w_{0}\right)=f(a)+\delta f_{W}\left(w_{0}\right)=\gamma+\delta>\gamma
$$

which contradicts (5.13), and so completes the proof of (5.11).
(b) It follows from the hypotheses of part(b) of the theorem that

$$
\epsilon=\frac{1}{4} \inf \{\|a-b\|: a \in A, b \in B\}>0 .
$$

Now let $A_{\epsilon}=A+B_{\epsilon}(0), B_{\epsilon}=B+B_{\epsilon}(0)$. It can readily be verified that $A_{\epsilon}, B_{\epsilon}$ are open and convex (see Exercise 5.9), and $A_{\epsilon} \cap B_{\epsilon}=\emptyset$. Hence, (5.11) holds with $A, B$ replaced by $A_{\epsilon}, B_{\epsilon}$. Now let $\delta=\frac{1}{2} \epsilon /\left\|w_{0}\right\|$. Then, for any $a \in A$, we have $a+\delta w_{0} \in A_{\epsilon}$, and so

$$
f(a)=f\left(a+\delta w_{0}\right)-\delta f_{W}\left(w_{0}\right) \leq \gamma-\delta,
$$

and similarly, $\gamma+\delta \leq f(b), b \in B$. This completes the proof of (5.12).

To give a more geometric interpretation of Theorem 5.30, in the real case, we introduce some additional terminology.

## Definition 5.31

Let $X$ be a vector space. A hyperplane in $X$ (through $x_{0} \in X$ ) is a set of the form $H=x_{0}+\operatorname{Ker} h \subset X$, where $h$ is a non-zero linear functional on $X$. Equivalently, $H=h^{-1}(\gamma)$, where $\gamma=h\left(x_{0}\right)$.

A hyperplane in $\mathbb{R}^{n}$ is an $n-1$ dimensional plane, that is, a plane in $\mathbb{R}^{n}$ with maximal dimension (while not being equal to $\mathbb{R}^{n}$ ). This is the geometric motivation for the idea of a hyperplane in a general, possibly infinite dimensional space $X$. The following theorem states the idea of maximality of a hyperplane more precisely. We note that a hyperplane through $0 \in X$ is a linear subspace of the form $H=\operatorname{Ker} h$.

## Theorem 5.32

Let $X$ be a vector space and let $W$ be a linear subspace of $X$. Then $W$ is a hyperplane through 0 if and only if $W \neq X$ and $X=W \oplus \operatorname{Sp}\{y\}$ for any $y \in X \backslash W$.

## Proof

Suppose that $W=\operatorname{Ker} h$ is a hyperplane through 0 . Since $h$ is not the zero functional, there exists $z \in X$ such that $h(z) \neq 0$, that is $z \in X \backslash W$, and so $W \neq X$. Now, suppose that $y \in X \backslash W$ is arbitrary. By definition, $h(y) \neq 0$. Now, for arbitrary $x \in X$, let $\beta=h(x) / h(y)$, and write $x$ as

$$
x=x-\beta y+\beta y .
$$

Clearly, $h(x-\beta y)=0$, so that $x-\beta y \in W$, which shows that $X=W \oplus \operatorname{Sp}\{y\}$ (clearly, $W \cap \operatorname{Sp}\{y\}=\{0\}$ ).

Now suppose that $X=W \oplus \operatorname{Sp}\{y\}$, for some $y \in X$. We define a functional $h$ on $X$ as follows. For any $x \in X$, we can write $x$ (uniquely) in the form $x=w+\alpha y$, with $w \in W, \alpha \in \mathbb{F}$, and hence we can define $h(x)=\alpha$. It is clear that $h$ is a non-zero, linear functional on $X$, with $W=\operatorname{Ker} h$. Thus $W$ is a hyperplane through 0 .

Now suppose that $X$ is normed and $H$ is a hyperplane. Then, by Exercise 5.7, either $H$ is dense or $h \in X^{\prime}$ (and, in the latter case, $H$ is closed). A dense set does not really fit with the geometric idea of a hyperplane that
we mentioned above, so for us, closed hyperplanes (with $h \in X^{\prime}$ ) will be the interesting ones.

Theorem 5.30 now has the following geometric interpretation: if $X$ is real and $A, B$ are convex sets satisfying the hypotheses of the theorem, then there exists a closed hyperplane $H$ separating $A$ and $B$ (that is, $A$ and $B$ lie on opposite sides of $H$, in the sense that $h(x) \leq \gamma$ for $x \in A$ and $h(x) \geq \gamma$ for $x \in B$ ). This result is illustrated in the case $X=\mathbb{R}^{2}$ in Fig. 5.1. Here, in case (a) the regions are convex, and the separating hyperplane is a line; case (b) shows that the theorem need not hold if either of the regions is non-convex.

(a)

(b)

Fig. 5.1. Separation Theorem in $\mathbb{R}^{2}$ : (a) convex regions; (b) non-convex regions

Another interesting geometric result on convex sets is contained in the following lemma, which follows from part (a) of Theorem 5.30.

Lemma 5.33
Suppose that $X$ is a real normed space, $A \subset X$ is a non-empty, open, convex set and $b$ lies on the boundary of $A$. Then there exists $h \in X^{\prime}$ such that $h(a)<h(b)$, for all $a \in A$.

Geometrically, Lemma 5.33 says that there exists a closed hyperplane through $b$ such that $A$ lies 'strictly on one side of $H$ '. If the boundary of $A$ is smooth, $H$ could be regarded as a 'tangent' plane, but the lemma makes no assumption of smoothness. At a 'corner' there could be many hyperplanes $H$, as can be seen by drawing a suitable picture in $\mathbb{R}^{2}$.

## EXERCISES

5.9 Show that if $A$ is an open, convex set in a normed space $X$, then the
set $A_{\epsilon}=A+B_{\epsilon}(0)$ is open and convex.
5.10 Use Lemma 5.15 to show that the complex case of Theorem 5.30 follows from the real case.
5.11 Suppose that $X$ is a real, normed space, $A \subset X$ is a non-empty, convex set, $x_{0} \in X$, and $U$ is a linear subspace of $X$ such that $A \cap\left(x_{0}+U\right)=\emptyset$. Show that there exists a closed hyperplane $H$ in $X$ containing $x_{0}+U$ such that $A \cap H=\varnothing$.
[Hint: let $B=\left\{x_{0}\right\}$ and adapt the proof of Theorem 5.30.]
5.12 Let $X$ be a normed space and $W \neq X$ a closed subspace of $X$. Show that $W$ is the intersection of all the closed hyperplanes containing $W$.
5.13 Suppose that $X$ is a normed space, $B \subset X$ is a non-empty, closed, convex set, such that $\alpha b \in B$ for all $\alpha \in \mathbb{F}$ with $|\alpha| \leq 1$, and $x_{0} \in X \backslash B$. Show that there exists $f \in X^{\prime}$ such that $|f(b)| \leq 1$ for all $b \in B$, and $f\left(x_{0}\right)$ is real, with $f\left(x_{0}\right)>1$.

### 5.5 The Second Dual, Reflexive Spaces and Dual Operators

Throughout this section $X$ will be a normed linear space. The dual space $X^{\prime}$ is also a normed linear space (in fact, by Corollary $4.29, X^{\prime}$ is a Banach space), so $X^{\prime}$ also has a dual space $\left(X^{\prime}\right)^{\prime}$, which we will simply write as $X^{\prime \prime}$.

## Definition 5.34

For any normed linear space $X$, the space $X^{\prime \prime}$ is called the second dual of $X$.

For each $x \in X$, we can define an element of $X^{\prime \prime}$ as in the following lemma.

## Lemma 5.35

For any $x \in X$, define $F_{x}: X^{\prime} \rightarrow \mathbb{F}$ by

$$
F_{x}(f)=f(x), \quad f \in X^{\prime} .
$$

Then $F_{x} \in X^{\prime \prime}$ and $\left\|F_{x}\right\|=\|x\|$.

## Proof

Let $\alpha, \beta \in \mathbb{F}$ and let $f, g \in X^{\prime}$. From the definition of $F_{x}$,

$$
F_{x}(\alpha f+\beta g)=\alpha f(x)+\beta g(x)=\alpha F_{x}(f)+\beta F_{x}(g),
$$

so $F_{x}$ is linear. Moreover,

$$
\left\|F_{x}(f)\right\|=\|f(x)\| \leq\|f\|\|x\|,
$$

and so $F_{x} \in X^{\prime \prime}$, with $\left\|F_{x}\right\| \leq\|x\|$. Finally, by Corollary 5.22 (b),

$$
\|x\|=\sup _{\|f\|=1}|f(x)|=\sup _{\|f\|=1}\left|F_{x}(f)\right|=\left\|F_{x}\right\|,
$$

which completes the proof.

We now use Lemma 5.35 to make the following definition.

## Definition 5.36

For any normed linear space $X$, define $J_{X}: X \rightarrow X^{\prime \prime}$ by $J_{X} x=F_{x}, x \in X$.
Combining these definitions yields

$$
\left(J_{X} x\right)(f)=f(x), \quad x \in X, f \in X^{\prime}
$$

## Lemma 5.37

The mapping $J_{X}: X \rightarrow X^{\prime \prime}$ is a linear isometry. Hence:
(a) $X$ is isometrically isomorphic to a subset of $X^{\prime \prime}$;
(b) $X$ is isometrically isomorphic to a dense subset of a Banach space.

## Proof

The fact that $J$ is a linear isometry follows from Lemma 5.35 , and this immediately yields part (a). Part (b) follows from part (a) and the fact that $X^{\prime \prime}$ is a Banach space, so the closure of $J_{X}(X)$ is a Banach space.

If $X$ is a normed linear space which is not a Banach space then $J_{X}(X) \neq X^{\prime \prime}$ since, in this case, $J_{X}(X)$ is not a Banach space while $X^{\prime \prime}$ is. Even if $X$ is a Banach space it is possible that $J_{X}(X) \neq X^{\prime \prime}$ so we make the following definition.

## Definition 5.38

If $J_{X}(X)=X^{\prime \prime}$ then $X$ is reflexive.
Combining the above definitions, we see that $X$ is reflexive if and only if, for any $\psi \in X^{\prime \prime}$, there exists $x_{\psi} \in X$ such that $\psi=J_{X} x_{\psi}$, that is, such that

$$
\psi(f)=\left(J_{X} x_{\psi}\right)(f)=f\left(x_{\psi}\right), \quad f \in X^{\prime}
$$

We emphasize that for $X$ to be reflexive the particular map $J_{X}$ has to be an isometric isomorphism of $X$ onto $X^{\prime \prime}$; it is not sufficient that $X$ simply be isometrically isomorphic to $X^{\prime \prime}$. In fact, examples are known of non-reflexive Banach spaces $X$ which are isometrically isomorphic to $X^{\prime \prime}$.

By the preceding remarks, the only normed linear spaces that can be reflexive are Banach spaces. However, not all Banach spaces are reflexive. We now look at some of the normed spaces whose dual spaces we found in Section 5.1 to see if they are reflexive.

## Example 5.39

If $X$ is a finite dimensional, normed linear space then $X$ is reflexive.

## Solution

By Theorem 5.1, $\operatorname{dim} X=\operatorname{dim} X^{\prime}=\operatorname{dim} X^{\prime \prime}=n$, say. Thus, $J_{X}(X)$ is an $n$ dimensional subspace of the $n$ dimensional vector space $X^{\prime \prime}$, so $J_{X}(X)=X^{\prime \prime}$ and hence $X$ is reflexive.

## Example 5.40

If $\mathcal{H}$ is a Hilbert space then $\mathcal{H}$ is reflexive.

## Solution

By Theorem 5.3, $\mathcal{H}^{\prime}$ is Hilbert space, so the mapping $T_{\mathcal{H}^{\prime}}: \mathcal{H}^{\prime} \rightarrow \mathcal{H}^{\prime \prime}$ is welldefined, and is a bijection. In particular, arbitrary $f \in \mathcal{H}^{\prime}$ and $\psi \in \mathcal{H}^{\prime \prime}$ have the form $f=T_{\mathcal{H}} x$ and $\psi=T_{\mathcal{H}^{\prime}}\left(T_{\mathcal{H}} y\right)$, for unique $x, y \in \mathcal{H}$. Now, by the definitions and Theorem 5.3,

$$
\begin{aligned}
J_{\mathcal{H}}(y)(f) & =f(y)=(y, x)_{\mathcal{H}}=\left(T_{\mathcal{H}} x, T_{\mathcal{H}} y\right)_{\mathcal{H}^{\prime}}=\left(f, T_{\mathcal{H}} y\right)_{\mathcal{H}^{\prime}}=T_{\mathcal{H}^{\prime}}\left(T_{\mathcal{H}} y\right)(f) \\
& =\psi(f)
\end{aligned}
$$

so that $\psi=J_{\mathcal{H}}(y)$. Thus, $J_{\mathcal{H}}$ is onto, and hence $\mathcal{H}$ is reflexive.

The following example shows that there exist reflexive infinite dimensional Banach spaces which are not Hilbert spaces; the proof is left to Exercise 5.15. We note that the spaces $\ell^{p}, p \geq 1$, are not Hilbert spaces, except when $p=2$.

## Theorem 5.41

If $1<p<\infty$ then $\ell^{p}$ is reflexive.

## Remark 5.42

The spaces $L^{p}(\mathbb{R}), 1<p<\infty$, are also reflexive. The proof of this is similar to the proof of Theorem 5.41, using the analogue of Theorem 5.5 mentioned in Remark 5.7. Since we did not prove this analogue, we will not discuss this further.

We will show below that the spaces $\ell^{1}, \ell^{\infty}$, are not reflexive, but before doing this we prove some further results on reflexivity.

## Theorem 5.43

A Banach space $X$ is reflexive if and only if $X^{\prime}$ is reflexive

## Proof

Suppose that $X$ is reflexive. Let $\rho \in X^{\prime \prime \prime}$. Then $\rho \circ J_{X} \in X^{\prime}$, since it is the composition of bounded linear operators. Let $f=\rho \circ J_{X}$, and let $\psi \in X^{\prime \prime}$. Since $X$ is reflexive, there exists $x \in X$ such that $\psi=J_{X}(x)$, and so

$$
\left(J_{X^{\prime}}(f)\right)(\psi)=\psi(f)=f(x)=\rho \circ J_{X}(x)=\rho(\psi)
$$

Hence, $\rho=J_{X^{\prime}}(f)$, so $X^{\prime}$ is reflexive.
Conversely, suppose that $X^{\prime}$ is reflexive but that there exists $\omega \in X^{\prime \prime} \backslash J(X)$. Since $J_{X}(X)$ is closed, by Theorem 5.21 there exists $\kappa \in X^{\prime \prime \prime}$ such that $\kappa(\omega) \neq 0$ while $\kappa\left(J_{X} x\right)=0$ for all $x \in X$. Since $X^{\prime}$ is reflexive there exists $g \in X^{\prime}$ such that $\kappa=J_{X^{\prime}}(g)$. Thus

$$
g(x)=\left(J_{X} x\right)(g)=\kappa\left(J_{X} x\right)=0, \quad x \in X,
$$

and so $g=0$. Since $\omega(g)=\kappa(\omega) \neq 0$, this is a contradiction, hence $X$ is reflexive.

## Theorem 5.44

If $X$ is reflexive and $Y$ is a closed subspace of $X$, then $Y$ is reflexive.

## Proof

For $f \in X^{\prime}$, let $\left.f\right|_{Y} \in Y^{\prime}$ denote the restriction of $f$ to $Y$. By Theorem 5.19, any element of $Y^{\prime}$ has the form $\left.f\right|_{Y}$ for some $f \in X^{\prime}$. Thus, by the definition of reflexivity, we must show that for arbitrary $g_{Y} \in Y^{\prime \prime}$ there exists $y_{g} \in Y$ such that

$$
\begin{equation*}
g_{Y}\left(\left.f\right|_{Y}\right)=f\left(y_{g}\right), \quad f \in X^{\prime} \tag{5.14}
\end{equation*}
$$

To construct $y_{g}$, we begin by defining $g_{X}: X^{\prime} \rightarrow \mathbb{F}$ by

$$
g_{X}(f)=g_{Y}\left(\left.f\right|_{Y}\right), \quad f \in X^{\prime}
$$

Clearly,

$$
\left|g_{X}(f)\right| \leq\left\|g_{Y}\right\|\left\|\left.f\right|_{Y}\right\| \leq\left\|g_{Y}\right\|\|f\|, \quad f \in X^{\prime}
$$

so that $g_{X} \in X^{\prime \prime}$. Since $X$ is reflexive, there exists $y_{g} \in X$ such that

$$
g_{X}(f)=f\left(y_{g}\right), \quad f \in X^{\prime},
$$

so, by the above equalities, it suffices to show that $y_{g} \in Y$.
Suppose that $y_{g} \notin Y$. Then by Theorem 5.21 there exists $f_{g} \in X^{\prime}$ such that $f_{g}\left(y_{g}\right)=1$ and $f_{g}(y)=0$ for all $y \in Y$, that is, $\left.f_{g}\right|_{Y}=0$. But then, by the above equalities,

$$
1=f_{g}\left(y_{g}\right)=g_{X}\left(f_{g}\right)=g_{Y}\left(\left.f_{g}\right|_{Y}\right)=0
$$

so this contradiction shows that $y_{g} \in Y$, which completes the proof.

The examples so far might suggest that all Banach spaces are reflexive. This is not true, but showing that a Banach space is not reflexive is usually hard. We will show that $\ell^{\infty}$ and $\ell^{1}$ are not reflexive. There are several (indirect) ways of doing this. One such way uses 'annihilators' of sets. These are analogues of the orthogonal complement of subsets of Hilbert spaces, which we considered in Chapter 3. However, unlike orthogonal complements, annihilators of sets are defined on a space dual to the original space. Therefore, there are two different types of annihilators, depending on whether the original subset is in a normed space or the dual of a normed space. These alternatives are given in the following definition.

## Definition 5.45

Let $X$ be a normed space, $W$ a non-empty subset of $X$ and $Z$ a non-empty subset of $X^{\prime}$. The annihilators of $W$ and $Z$ are

$$
\begin{aligned}
W^{\circ} & =\left\{f \in X^{\prime}: f(x)=0 \text { for all } x \in W\right\} \\
{ }^{\circ} Z & =\{x \in X: f(x)=0 \text { for all } f \in Z\}
\end{aligned}
$$

Some properties of annihilators are similar to those of orthogonal complements. We leave the proof of the following result to Exercise 5.16.

## Lemma 5.46

Let $X$ be a normed space, let $W_{1}, W_{2}$ be non-empty subsets of $X$ and let $Z_{1}$, $Z_{2}$ be non-empty subsets of $X^{\prime}$, such that $W_{1} \subseteq W_{2}$ and $Z_{1} \subseteq Z_{2}$.
(a) $W_{2}^{\circ} \subseteq W_{1}^{\circ}$ and ${ }^{\circ} Z_{2} \subseteq{ }^{\circ} Z_{1}$.
(b) $W_{1} \subseteq{ }^{\circ}\left(W_{1}^{\circ}\right)$ and $Z_{1} \subseteq\left({ }^{\circ} Z_{1}\right)^{\circ}$.
(c) $W_{1}^{\circ}$ and ${ }^{\circ} Z_{1}$ are closed linear subspaces.

In view of Corollary 3.36 and Lemma 5.46 (b), it is natural to ask whether $W={ }^{\circ}\left(W^{\circ}\right)$ or $Z=\left({ }^{\circ} Z\right)^{\circ}$. Given that annihilators are closed linear subspaces, only such subspaces could possibly satisfy either of these equalities. The following result shows that the answer to this question is related to reflexivity.

## Theorem 5.47

Let $X$ be a normed linear space, let $W$ be a closed linear subspace of $X$, and let $Z$ be a closed linear subspace of $X^{\prime}$.
(a) $W={ }^{\circ}\left(W^{\circ}\right)$.
(b) If, in addition, $X$ is reflexive then $Z=\left({ }^{\circ} Z\right)^{\circ}$.

## Proof

(a) We have $W \subseteq{ }^{\circ}\left(W^{\circ}\right)$ by Lemma 5.46. Suppose that $p \in{ }^{\circ}\left(W^{\circ}\right) \backslash W$. By the Hahn-Banach theorem there exists $f \in X^{\prime}$ such that $f(w)=0$ for all $w \in W$ but $f(p) \neq 0$. Thus $f \in W^{\circ}$ and therefore $p \notin{ }^{\circ}\left(W^{\circ}\right)$ which is a contradiction. Hence $W={ }^{\circ}\left(W^{\circ}\right)$.
(b) We have $Z \subseteq\left({ }^{\circ} Z\right)^{\circ}$ by Lemma 5.46. Suppose that $g \in\left({ }^{\circ} Z\right)^{\circ} \backslash Z$. By Theorem 5.21 there exists $\psi \in X^{\prime \prime}$ such that $\psi(f)=0$ for all $f \in Z$ but $\psi(g) \neq 0$. Since $X$ is reflexive, there exists $q \in X$ such that $\psi=J_{X}(q)$. Thus $f(q)=0$ for all $f \in Z$ but $g(q) \neq 0$. Hence $q \in{ }^{\circ} Z$ and therefore $g \notin\left({ }^{\circ} Z\right)^{\circ}$. Again this is a contradiction and so $Z=\left({ }^{\circ} Z\right)^{\circ}$.

A natural question which arises from Theorem 5.47 (b) is: what happens when $X$ is not reflexive? The following example shows that in this case $Z$ can be a proper subset of $\left({ }^{\circ} Z\right)^{\circ}$.

## Example 5.48

Let $V=\left\{\left\{a_{n}\right\} \in \ell^{1}: \sum_{n=1}^{\infty}(-1)^{n} a_{n}=0\right\}$, and let $Z=T_{c_{0}}(V) \subset c_{0}^{\prime}$, where $T_{c_{0}}: \ell^{1} \rightarrow c_{0}^{\prime}$ is the isomorphism in Exercise 5.3. Then $V$ and $Z$ are proper, closed linear subspaces of $\ell^{1}$ and $c_{0}^{\prime}$ respectively. In addition, $\left({ }^{\circ} Z\right)^{\circ}=c_{0}^{\prime}$.

## Solution

Let $z=\left\{(-1)^{n}\right\} \in \ell^{\infty}$, and define $f_{z} \in\left(\ell^{1}\right)^{\prime}$ as in Theorem 5.5. Clearly, $V=\operatorname{Ker} f_{z}$, so $V$ is a closed linear subspace, and since $f_{z}$ is not the zero functional, $V \neq \ell^{1}$. Since $T_{c_{0}}$ is an isomorphism, $Z$ is then a proper, closed linear subspace of $c_{0}^{\prime}$.

Now suppose that $p=\left\{p_{n}\right\} \in{ }^{\circ} Z \subset c_{0}$. For each $n \in \mathbb{N}$, let $v_{n}=\widetilde{e}_{n}+\widetilde{e}_{n+1}$. Clearly, $v_{n} \in V$, so by definition $T_{c_{0}} v_{n} \in Z$, and hence

$$
0=\left(T_{c_{0}} v_{n}\right)(p)=f_{v_{n}}(p)=p_{n}+p_{n+1}, \quad n \in \mathbb{N}
$$

Since $\lim _{n \rightarrow \infty} p_{n}=0$, it follows that $p_{n}=0$ for all $n \in \mathbb{N}$, and so ${ }^{\circ} Z=\{0\}$. Hence, $\left({ }^{\circ} Z\right)^{\circ}=c_{0}^{\prime}$.

## Corollary 5.49

The spaces $c_{0}$ and $\ell^{\infty}$ are not reflexive.

## Proof

By Theorem 5.47 (b) and Example 5.48, $c_{0}$ is not reflexive. Moreover, since $c_{0}$ is a closed subspace of $\ell^{\infty}$, Theorem 5.44 shows that $\ell^{\infty}$ is not reflexive.

This is a rather indirect proof that $c_{0}$ is not reflexive. An alternative proof is given in Exercise 5.22, using the fact that $c_{0}$ is separable (see Exercise 5.3), while $c_{0}^{\prime \prime}$ is isomorphic to $\ell^{\infty}$, which is not separable (see Exercise 5.2). However, the above proof can be used in situations where the separability argument does not work.

It is possible to determine which linear subspaces $Z$ of $X^{\prime}$ satisfy $Z=\left({ }^{\circ} Z\right)^{\circ}$ but this requires knowledge of a topology on $X^{\prime}$ different from the usual one. Since we do not assume knowledge of topology (other than metric spaces) we shall not go into more details. Instead, we conclude this section by looking at the dual (and double dual) of linear operators.

## Theorem 5.50

Let $X$ and $Y$ be normed linear spaces and $T \in B(X, Y)$. There exists a unique operator $T^{\prime} \in B\left(Y^{\prime}, X^{\prime}\right)$ such that

$$
T^{\prime}(f)(x)=f(T x), \quad x \in X, f \in Y^{\prime}
$$

## Proof

For arbitrary $f \in Y^{\prime}$, define $T^{\prime}(f)=f \circ T$. Since $T, f$ are bounded linear operators $T^{\prime}(f) \in X^{\prime}$, so that $T^{\prime}$ is a function from $Y^{\prime}$ to $X^{\prime}$ such that $T^{\prime}(f)(x)=f(T(x))$ for all $x \in X$ and $f \in Y^{\prime}$. Furthermore, if $S \in B\left(Y^{\prime}, X^{\prime}\right)$ is such that $S(f)(x)=f(T(x))$ for all $x \in X, f \in Y^{\prime}$ then $S(f)=T^{\prime}(f)$ for all $f \in Y^{\prime}$ so $S=T^{\prime}$. Therefore $T^{\prime}$ is unique.

It remains to show that $T^{\prime} \in B\left(Y^{\prime}, X^{\prime}\right)$. Let $f, g \in Y^{\prime}$ and $\lambda, \mu \in \mathbb{C}$. Then

$$
(\lambda f+\mu g) \circ T=\lambda(f \circ T)+\mu(g \circ T),
$$

so that $T^{\prime}(\lambda f+\mu g)=\lambda T^{\prime}(f)+\mu T^{\prime}(g)$, that is, $T^{\prime}$ is linear. Moreover, by Lemma 4.30,

$$
\left\|T^{\prime}(f)\right\|=\|f \circ T\| \leq\|f\|\|T\|,
$$

so $T^{\prime}$ is bounded and $\left\|T^{\prime}\right\| \leq\|T\|$.

## Definition 5.51

Let $X$ and $Y$ be normed spaces and $T \in B(X, Y)$. The operator $T^{\prime} \in B\left(Y^{\prime}, X^{\prime}\right)$ constructed in Theorem 5.50 is called the dual of $T$.

It will seen in Chapter 6 that if $\mathcal{H}$ and $\mathcal{K}$ are Hilbert spaces and $T \in$ $B(\mathcal{H}, \mathcal{K})$, then there is an analogue of $T^{\prime}$ in $B(\mathcal{K}, \mathcal{H})$, called the adjoint of $T$. Although adjoints are more useful than dual maps, these maps still have some important properties, as shown in the following results.

## Lemma 5.52

Let $X$ and $Y$ be normed spaces and let $T \in B(X, Y)$.
(a) $\left\|T^{\prime}\right\|=\|T\|$.
(b) Ker $T^{\prime}=(\operatorname{Im} T)^{\circ}$.
(c) $\operatorname{Ker} T={ }^{\circ}\left(\operatorname{Im} T^{\prime}\right)$.

## Proof

(a) By the proof of Theorem 5.50 we have $\left\|T^{\prime}\right\| \leq\|T\|$. Let $x \in X$. By Corollary 5.22 there exists $f \in Y^{\prime}$ such that $f(T x)=\|T x\|$ and $\|f\|=1$. Thus

$$
\|T x\|=f(T x)=T^{\prime}(f)(x) \leq\left\|T^{\prime}(f)\right\|\|x\| \leq\left\|T^{\prime}\right\|\|f\|\|x\|=\left\|T^{\prime}\right\|\|x\|
$$

and so $\|T\| \leq\left\|T^{\prime}\right\|$. Hence $\|T\|=\left\|T^{\prime}\right\|$.
(b) Let $f \in \operatorname{Ker} T^{\prime}$ and let $z \in \operatorname{Im} T$. Since $z \in \operatorname{Im} T$, there exists $x \in X$ such that $z=T(x)$. Therefore

$$
f(T(x))=T^{\prime}(f)(x)=0,
$$

since $f \in \operatorname{Ker} T^{\prime}$. Thus $f \in(\operatorname{Im} T)^{\circ}$ and so $\operatorname{Ker} T^{\prime} \subseteq(\operatorname{Im} T)^{\circ}$.
Next, suppose that $f \in(\operatorname{Im} T)^{\circ}$. Then for every $x \in X$

$$
T^{\prime}(f)(x)=f(T(x))=0
$$

since $T(x) \in \operatorname{Im} T$. Hence $T^{\prime}(f)=0$ and so $f \in \operatorname{Ker} T^{\prime}$. Therefore $(\operatorname{Im} T)^{\circ} \subseteq \operatorname{Ker} T^{\prime}$ and so Ker $T^{\prime}=(\operatorname{Im} T)^{\circ}$.
(c) This proof is similar, so is left to Exercise 5.17.

## Theorem 5.53

Let $X$ and $Y$ be normed linear spaces and let $T \in B(X, Y)$.
(a) If $T$ is an isomorphism then $T^{\prime}$ is an isomorphism, and $\left(T^{\prime}\right)^{-1}=\left(T^{-1}\right)^{\prime}$.
(b) If $T$ is an isometric isomorphism then $T^{\prime}$ is an isometric isomorphism.

## Proof

(a) We write $S=T^{-1}$. Since $S \in B(Y, X)$, the dual $S^{\prime} \in B\left(X^{\prime}, Y^{\prime}\right)$ is welldefined. Hence, by definition, for any $f \in X^{\prime}$ and $x \in X$,

$$
T^{\prime}\left(S^{\prime}(f)\right)(x)=S^{\prime}(f)(T x)=f(S(T x))=f(x)
$$

Therefore $T^{\prime}\left(S^{\prime} f\right)=f$ and so $T^{\prime} \circ S^{\prime}=I_{X^{\prime}}$. Similarly, $S^{\prime} \circ T^{\prime}=I_{Y^{\prime}}$, which completes the proof.
(b) See Exercise 5.18.

We can restate Theorem 5.53 (b) as the following corollary.

## Corollary 5.54

If normed linear spaces $X, Y$ are isomorphic then $X^{\prime}, Y^{\prime}$ are isomorphic.

If $X$ and $Y$ are normed linear spaces and $T \in B(X, Y)$, we have defined the dual map $T^{\prime} \in B\left(Y^{\prime}, X^{\prime}\right)$. It is possible to apply this process again to obtain the double dual map $T^{\prime \prime} \in B\left(X^{\prime \prime}, Y^{\prime \prime}\right)$. The operator $T^{\prime \prime}$ is related to the isometries $J_{X}, J_{Y}$, as follows.

## Theorem 5.55

Let $X$ and $Y$ be normed linear spaces and $T \in B(X, Y)$. Then

$$
J_{Y} \circ T=T^{\prime \prime} \circ J_{X} .
$$

## Proof

Let $x \in X$ and $g \in Y^{\prime}$. Using the above definitions we have

$$
J_{Y}(T x)(g)=g(T x)=\left(T^{\prime} g\right)(x)=J_{X}(x)\left(T^{\prime} g\right)=T^{\prime \prime}\left(J_{X} x\right)(g)
$$

Hence $J_{Y}(T x)=T^{\prime \prime}\left(J_{X} x\right)$.

Combining Theorem 5.53 (b) with Theorem 5.55 yields the following corollary.

## Corollary 5.56

If normed linear spaces $X$ and $Y$ are isomorphic then $X$ is reflexive if and only if $Y$ is reflexive.

Corollary 5.57
$\ell^{1}$ is not reflexive.

## Proof

By Corollary 5.49, $c_{0}$ is not reflexive. Therefore $c_{0}^{\prime}$ is not reflexive, by Theorem 5.43. Since $\ell^{1}$ is isomorphic to $c_{0}^{\prime}$, it follows that $\ell^{1}$ is not reflexive, by Corollary 5.56.

If we think (incorrectly) of $X$ as a subset of $X^{\prime \prime}$, then Theorem 5.55 shows that $T^{\prime \prime}$ can be thought of as an extension of $T$. Of course, this is mainly of interest when $X$ is not reflexive. In the case when $Y$ is the normed space of scalars, Theorem 5.55 gives a form of the Hahn-Banach theorem, but only for the linear subspace $J_{X}(X)$ of $X^{\prime \prime}$. So, in this sense, Theorem 5.55 is weaker
than the Hahn-Banach theorem. On the other hand, Theorem 5.55 is stronger than the Hahn-Banach theorem in the sense that it applies to linear operators which map to any normed space and not just the space of scalars.

## EXERCISES

5.14 Let $X$ be a normed linear space and let $\left\{x_{a}: a \in A\right\}$ be a subset of $X$. Use the uniform boundedness principle to show that if

$$
\sup \left\{\left|f\left(x_{a}\right)\right|: a \in A\right\}<\infty
$$

for each $f \in X^{\prime}$, then

$$
\sup \left\{\left\|x_{a}\right\|: a \in A\right\}<\infty
$$

5.15 For any $1<p<\infty$, let $q$ and $T_{p}: \ell^{q} \rightarrow\left(\ell^{p}\right)^{\prime}$ be as in Theorem 5.5. Show that $T_{p}^{\prime} \circ J_{\ell^{p}}=T_{q}$, and hence deduce that $\ell^{p}$ is reflexive.
[It is worth observing here that $T_{q}: \ell^{p} \rightarrow\left(\ell^{q}\right)^{\prime}, T_{p}^{\prime}:\left(\ell^{p}\right)^{\prime \prime} \rightarrow\left(\ell^{q}\right)^{\prime}$, $\left(T_{p}^{\prime}\right)^{-1}:\left(\ell^{q}\right)^{\prime} \rightarrow\left(\ell^{p}\right)^{\prime \prime}$ (by tracing through the various definitions).]
5.16 Prove Lemma 5.46.
5.17 Complete the proof of Lemma 5.52.
5.18 Prove Theorem 5.53 (b).
5.19 Let $X$ be a normed linear space and let $Y$ be a closed linear subspace of $X$. Let $X / Y$ be the quotient vector space. Show that

$$
\|x+Y\|=\inf \{\|x+y\|: y \in Y\}
$$

defines a norm on $X / Y$.
5.20 Let $X$ be a normed linear space and let $Y$ be a linear subspace of $X$. For each $f \in Y^{\prime}$ let $E(f)$ be all the extensions of $f$ in $X^{\prime}$. Show that $E(f)$ is a coset of $Y^{\circ}$ in $X^{\prime}$ and if $T: Y^{\prime} \rightarrow X^{\prime} /\left(Y^{\circ}\right)$ is defined by

$$
T(f)=E(f)
$$

show that $T$ is an isometrical isomorphism of $Y^{\prime}$ onto $X^{\prime} /\left(Y^{\circ}\right)$.
5.21 Let $X$ be a normed linear space and let $Y$ be a closed linear subspace of $X$. Let $Q: X \rightarrow X / Y$ be defined by $Q(x)=x+Y$. Show that $Q^{\prime}$ is an isometrical isomorphism of $(X / Y)^{\prime}$ onto $Y^{\circ}$.
5.22 Give an alternative proof that $c_{0}$ is not reflexive using a separability argument.

### 5.6 Projections and Complementary Subspaces

Given a closed linear subspace $Y$ of a Hilbert space $\mathcal{H}$, we defined the orthogonal complement $Y^{\perp}$ of $Y$ in Definition 3.26, and showed in Theorem 3.34 that any $x \in \mathcal{H}$ can be uniquely decomposed into the sum $x=y+z$, with $y \in Y$ and $z \in Y^{\perp}$. This form of decomposition motivates the general idea of complementary subspaces in vector spaces, which is familiar in linear algebra. In this section we discuss this idea in some more detail and, in particular, the idea of "topological" complements in normed spaces. We also discuss the relationship between complementary subspaces and "projection" operators. Throughout this section $X$ will be a vector space, with any additional properties specifically stated.

## Definition 5.58

Linear subspaces $U, V \subset X$ are complementary (in $X$ ) if $X=U \oplus V$ or, equivalently, if any $x \in X$ has a unique decomposition of the form

$$
\begin{equation*}
x=u_{x}+v_{x}, \quad u_{x} \in U, v_{x} \in V . \tag{5.15}
\end{equation*}
$$

If, in addition, $X$ is normed, and the mappings $x \rightarrow u_{x}, x \rightarrow v_{x}$ (from $X$ to $X)$, are continuous, then $U, V$ are topologically complementary.

It can be shown, using Zorn's lemma, that any subspace $U \subset X$ has a complementary subspace $V$. However, in general, these subspaces will not be topologically complementary. Most functional analytic applications of complementary subspaces require topologically complementary subspaces, and the existence of topological complements is a more delicate issue which will be discussed further below. Before doing so we need to describe the relationship between so called "projection" operators on $X$ and complementary subspaces.

Definition 5.59
A projection on $X$ is a linear operator $P: X \rightarrow X$ for which $P^{2}=P$.

Lemma 5.60
Suppose that $P$ is a projection on $X$. Then $x \in \operatorname{Im} P \Longleftrightarrow P x=x$. Also, the operator $I-P$ is a projection, and

$$
\operatorname{Im} P=\operatorname{Ker}(I-P), \quad \text { Ker } P=\operatorname{Im}(I-P)
$$

## Proof

If $x \in \operatorname{Im} P$ then $x=P y$, for some $y \in X$, so by the definition of a projection,

$$
P x=P^{2} y=P y=x .
$$

The reverse implication is obvious. Next, by the definition of a projection,

$$
(I-P)^{2}=I-2 P+P^{2}=I-P
$$

so that $I-P$ is a projection. Now suppose that $y \in \operatorname{Im}(I-P)$, that is, $y=(I-P) x$ for some $x \in X$. Again by the definition, $P y=P x-P^{2} x=0$, so that $\operatorname{Im}(I-P) \subset \operatorname{Ker}(P)$. Now suppose that $y \in \operatorname{Ker}(P)$. Then $y=(I-P) y \in$ $\operatorname{Im}(I-P)$, so that $\operatorname{Im}(I-P)=\operatorname{Ker}(P)$. The proof of the other inequality is similar, or follows immediately from the symmetry between $P$ and $I-P$.

There is a natural algebraic relationship between projections and complementary subspaces.

## Lemma 5.61

(a) Suppose that $U, V$ are complementary subspaces in $X$, and define the operators $P_{U}: X \rightarrow U, P_{V}: X \rightarrow V$, by

$$
P_{U} x=u_{x}, \quad P_{V} x=v_{x}, \quad x \in X,
$$

where $u_{x}, v_{x}$ are as in (5.15). Then $P_{U}, P_{V}$ are projections on $X$, and $P_{U}+P_{V}=I$.
(b) Suppose that $P$ is a projection on $X$. Then the subspaces $\operatorname{Im} P, \operatorname{Im}(I-P)$ are complementary.

## Proof

(a) By definition, for any $\alpha, \beta \in \mathbb{F}, x, y \in X$,
$P_{U}(\alpha x+\beta y)=P_{U}\left(\left(\alpha u_{x}+\beta u_{y}\right)+\left(\alpha v_{x}+\beta v_{y}\right)\right)=\alpha u_{x}+\beta u_{y}=\alpha P_{U} x+\beta P_{U} y$,
which proves that $P_{U}$ is linear. Also,

$$
P^{2} x=P u_{x}=u_{x}=P x
$$

which proves that $P_{U}$ is a projection. Next, it is clear from (5.15) and the definitions of $P_{U}, P_{V}$ that $x=P_{U} x+P_{V} x$ for all $x \in X$, so that $I=P_{U}+P_{V}$, and it follows immediately that $P_{V}$ is a projection.
(b) Consider an arbitrary $x \in X$, and let $u_{x}=P x \in \operatorname{Im} P, v_{x}=(I-P) x \in$ $\operatorname{Im}(I-P)$. Clearly, we have the decomposition $x=u_{x}+v_{x}$. Now suppose that $x=u_{x}^{\prime}+v_{x}^{\prime}$, with $u_{x}^{\prime} \in \operatorname{Im} P, v_{x}^{\prime} \in \operatorname{Im}(I-P)$. Then $u_{x}-u_{x}^{\prime}=v_{x}^{\prime}-v_{x}$, and applying $P$ to this equation yields $u_{x}-u_{x}^{\prime}=0$ (by Lemma 5.60). Similarly, $v_{x}^{\prime}-v_{x}=0$, so the above decomposition is unique, and hence the result follows from (5.15).

## Definition 5.62

For any complementary subspaces $U, V$ in $X$, the projection $P_{U}$ constructed in Lemma 5.61 is called the projection onto $U$ along $V$, with similar terminology for $P_{V}$.

Lemma 5.61 described the algebraic relationship between complementary subspaces and projections. The following lemma describes the relationship between topologically complementary subspaces and bounded projections.

## Lemma 5.63

Suppose that $X$ is a normed space and $U, V \subset X$ are complementary subspaces.
(a) $U, V$ are topologically complementary if and only if the projections $P_{U}, P_{V}$ constructed in Lemma 5.61 are bounded.
(b) If $U, V$ are topologically complementary then $U, V$ are closed.

## Proof

By Lemma 5.61, $P_{U}, P_{V}$ are linear, so part (a) follows immediately from the above definitions. Next, by Lemma $5.60, U=\operatorname{Im} P_{U}=\operatorname{Ker}\left(I-P_{U}\right)$, so by Lemma 4.11, if $P_{U}$ is continuous then $U$ is closed. Similarly if $P_{V}$ is continuous then $V$ is closed, which proves part (b).

The following lemma provides a partial converse to Lemma 5.63 (b), when $X$ is a Banach space.

## Lemma 5.64

Suppose that $X$ is a Banach space, and $U, V$ are closed, complementary subspaces in $X$. Then $U, V$ are topologically complementary.

## Proof

We will prove that $P_{U}$ is continuous (it then follows immediately that $P_{V}$ is continuous, which, by Lemma 5.63 (a), proves the result). By the closed graph theorem (Corollary 4.44), it suffices to show that the graph $\mathcal{G}\left(P_{U}\right)$ is closed. To do this, consider an arbitrary sequence $\left\{\left(x_{n}, P_{U} x_{n}\right)\right\}$ in $\mathcal{G}\left(P_{U}\right)$, which converges to $(x, y)$ in $X \times X$. We must show that $(x, y) \in \mathcal{G}\left(P_{U}\right)$, that is, we must show that $y=P_{U} x$.

We first observe that, by the definition of $P_{U}$, if $x \in U$ then $P_{U} x=x$, while if $x \in V$ then $P_{U} x=0$. Now, since the sequence $\left\{P_{U} x_{n}\right\}$ is in $U$, and $U$ is closed, $y \in U$. Similarly, $x-y=\lim _{n \rightarrow \infty}\left(x_{n}-P_{U} x_{n}\right) \in V$ (since the sequence $\left\{\left(I-P_{U}\right) x_{n}\right\}$ is in $\left.V\right)$. Hence, by Lemma 5.60,

$$
0=P_{U}(x-y)=P_{U} x-P_{U} y=P_{U} x-y
$$

which completes the proof.

As mentioned above, given an arbitrary closed subspace $U$ of $X$, the following question is often of interest. Does there exist a closed subspace $V$ such that $U, V$ are topologically complementary? By Lemma 5.63 , this is equivalent to the following question. Does there exist a bounded projection $P$ on $X$ with $U=\operatorname{Im} P$ ? In general, the answer is no, even when $X$ is a Banach space, see Examples 5.19 in [14]. However, it will be seen in Theorem 6.51 that the answer is yes in arbitrary Hilbert spaces. Here, we will show that the answer is yes when $U$ is finite dimensional.

## Lemma 5.65

Suppose that $X$ is a normed space and $U$ is a finite dimensional subspace of $X$. Then there exists a bounded projection $P$ on $X$ with $\operatorname{Im} P=U$.

## Proof

Let $x_{1}, \ldots, x_{n} \in X$ be a basis for $U$, and choose $f_{1}, \ldots, f_{n} \in X^{\prime}$ as in Corollary 5.23. Now, defining

$$
P x=\sum_{i=1}^{n} f_{i}(x) x_{i}, \quad x \in X
$$

it can be verified that $P$ is a continuous projection on $X$ with $\operatorname{Im} P=U$.

## EXERCISES

5.23 Let $P, Q$ be projections on $X$. Show that:
(a) if $P Q=Q P$ then $P Q$ is a projection, with $\operatorname{Im} P Q=\operatorname{Im} P \cap \operatorname{Im} Q$;
(b) if $P Q=Q P=0$ then $P+Q$ is a projection, with $\operatorname{Im}(P+Q)=$ $\operatorname{Im} P \oplus \operatorname{Im} Q$;
(c) $Q P=P \Longleftrightarrow \operatorname{Im} P \subset \operatorname{Im} Q$.

### 5.7 Weak and Weak-* Convergence

The importance of compactness in analysis is well-known, and the fact that closed bounded sets are compact in finite dimensional spaces lies at the heart of much of the analysis on these spaces. Unfortunately, as we have seen, this is not true in infinite dimensional spaces. However, in this section we will show that a partial analogue of this result can be obtained in infinite dimensions if we adopt a weaker definition of the convergence of a sequence than the usual definition we have used until now (viz. $x_{n} \rightarrow x$ iff $\left\|x_{n}-x\right\| \rightarrow 0$ ). Throughout this section $X$ will be an arbitrary Banach space, except where otherwise stated.

We begin with a preliminary lemma, and then prove a lemma which will motivate the new convergence definition.

## Lemma 5.66

Suppose that $S=\left\{s_{\alpha}: \alpha \in A\right\}$ is a set of points in $X$, such that $\overline{\operatorname{Sp}} S=X$. If $\left\{f_{n}\right\}$ is a bounded sequence in $X^{\prime}$ and $\left\{f_{n}\left(s_{\alpha}\right)\right\}$ converges for all $\alpha \in A$, then there exists $f \in X^{\prime}$ such that $\lim _{n \rightarrow \infty} f_{n}(x)=f(x)$ for all $x \in X$.

## Proof

Let $x \in X$ be arbitrary. Since $\left\{f_{n}\right\}$ is bounded there exists $C>0$ such that $\left\|f_{n}\right\| \leq C$ for all $n$. Now, for arbitrary $\epsilon>0$ there exists $s \in \operatorname{Sp} S$ such that $\|x-s\|<\epsilon /(3 C)$, and hence, for any $m, n \in \mathbb{N}$,

$$
\begin{aligned}
\left|f_{n}(x)-f_{m}(x)\right| & \leq\left|f_{n}(x)-f_{n}(s)\right|+\left|f_{n}(s)-f_{m}(s)\right|+\left|f_{m}(s)-f_{m}(x)\right| \\
& <\frac{2}{3} \epsilon+\left|f_{n}(s)-f_{m}(s)\right| .
\end{aligned}
$$

Since $s$ is a finite linear combination of elements of $S$, the hypothesis in the lemma implies that if $m, n$ are sufficiently large then $\left|f_{n}(s)-f_{m}(s)\right|<\epsilon / 3$. It follows that $\left\{f_{n}(x)\right\}$ is a Cauchy sequence, and hence converges, for any $x \in X$.

Now, defining

$$
f(x)=\lim _{n \rightarrow \infty} f_{n}(x), \quad x \in X
$$

it follows from Corollary 4.53 that $f \in X^{\prime}$, which proves the lemma.

The following result provides a motivation for the new idea of convergence to be introduced below.

## Lemma 5.67

Suppose that $X$ is separable, and let $\left\{s_{k}\right\}$ be a dense sequence in $X$, with $s_{k} \neq 0$ for all $k \geq 1$. Then the function $d_{w}: X^{\prime} \times X^{\prime} \rightarrow \mathbb{R}$ defined by

$$
d_{w}(f, g)=\sum_{k=1}^{\infty} \frac{1}{2^{k}} \frac{\left|f\left(s_{k}\right)-g\left(s_{k}\right)\right|}{\left\|s_{k}\right\|}, \quad f, g \in X^{\prime}
$$

is well-defined and is a metric on $X^{\prime}$.
If $\left\{f_{n}\right\}$ is a sequence in $X^{\prime}$, and $f \in X^{\prime}$, the following are equivalent:
(a) there exists $C>0$ such that $\left\|f_{n}\right\| \leq C, n=1,2, \ldots$, and $d_{w}\left(f_{n}, f\right) \rightarrow 0$;
(b) $f_{n}(x) \rightarrow f(x)$ for all $x \in X$.

## Proof

The verification that $d_{w}$ is a metric is given in Exercise 5.24, we prove the second result here.

Suppose that condition (a) holds. Then it is clear that $f_{n}\left(s_{k}\right) \rightarrow f\left(s_{k}\right)$, for each $k \geq 1$, and hence the argument in the proof of Lemma 5.66 shows that $f_{n}(x) \rightarrow f(x)$ for all $x \in X$. Now suppose that condition (b) holds. Then the boundedness assertion in condition (a) follows immediately from Exercise 5.14. Now suppose that $f=0$ for simplicity, so that $f_{n}(x) \rightarrow 0$ for all $x \in X$. Let $\epsilon>0$. Clearly, there exists $K \geq 1$ such that $\sum_{k=K}^{\infty} 2^{-k}\left|f\left(s_{k}\right)\right| /\left\|s_{k}\right\|<\epsilon / 2$. Since $f_{n}(x) \rightarrow 0$ for all $x \in X$, there exists $N \geq 1$ such that, for each $k=1, \ldots, K$, we have $\left|f_{n}\left(s_{k}\right)\right|<\epsilon / K, n \geq N$. Hence, if $n \geq N$ then $d_{w}\left(f_{n}, 0\right)<\epsilon$, which proves that $d_{w}\left(f_{n}, 0\right) \rightarrow 0$.

The metric $d_{w}$ in Lemma 5.67 has some undesirable properties. For instance, it depends on the choice of the dense sequence $\left\{s_{n}\right\}$ (we will ignore this dependence), and it would clearly be difficult to calculate. It also requires that $X$ be separable for its very definition. On the other hand, the characterisation of
convergence in part (b) of the lemma is much simpler to use, and requires no separability assumptions. Hence, this motivates the following definitions.

## Definition 5.68

For any Banach space $X$, let $\left\{x_{n}\right\},\left\{f_{n}\right\}$, be sequences in $X$ and $X^{\prime}$ respectively.
(a) $\left\{x_{n}\right\}$ is weakly convergent to $x \in X$ if $\lim _{n \rightarrow \infty} f\left(x_{n}\right)=f(x)$ for all $f \in X^{\prime}$.
(b) $\left\{f_{n}\right\}$ is weak-* convergent to $f \in X^{\prime}$ if $\lim _{n \rightarrow \infty} f_{n}(x)=f(x)$ for all $x \in X$.

We use the notation $x_{n} \rightharpoonup x$ and $f_{n} \stackrel{*}{\rightharpoonup} f$ for weak and weak-* convergence respectively.

Lemma 5.67 can now be restated as showing that if $X$ is separable then, for norm-bounded sequences $\left\{f_{n}\right\}$ in $X^{\prime}$, convergence with respect to the metric $d_{w}$ is equivalent to weak-* convergence; Exercise 5.27 shows that the normboundedness assumption cannot be omitted from condition (a) in Lemma 5.67. Hence, even in this setting, there is not a complete equivalence between convergence with respect to $d_{w}$ and weak-* convergence. More generally, without separability assumptions on $X$ or $X^{\prime}$, weak and weak-* convergence cannot be defined in terms of a metric. They can, however, be characterised as convergence with respect to certain, so called, weak or weak-* topologies on $X$ or $X^{\prime}$ respectively. Since we do not assume any knowledge of topology in this book we shall not give further details of this. In practice, many applications of weak and weak-* convergence simply use the compactness-type results below (Theorems 5.71 and 5.73), and the underlying topologies (or metrics) are irrelevant.

In view of these remarks, in the following we regard Definition 5.68 as the basic weak convergence definition, and we ignore weak topologies and the metric $d_{w}$ (except in Corollary 5.72). In particular, the term 'bounded' will mean bounded with respect to the norm. Also, except where explicitly stated, $X$ or $X^{\prime}$ need not be separable.

We also remark at this point that the idea of weak convergence makes sense in $X^{\prime}$, by using functionals in $X^{\prime \prime}$. However, weak-* convergence in $X^{\prime}$ is usually easier to deal with than weak convergence, since its definition depends on the original space $X$ rather than $X^{\prime \prime}$. If $X$ is reflexive then weak and weak-* convergence in $X^{\prime}$ coincide but, in general, weak convergence in $X^{\prime}$ implies weak-* convergence but not conversely.

We have seen that an arbitrary Hilbert space $\mathcal{H}$ is reflexive, and also that $\mathcal{H}$ can be identified with its dual $\mathcal{H}^{\prime}$, by the Riesz-Fréchet theorem (Theorem 5.2), so weak and weak-* convergence coincide. In fact, the following
example characterises weak convergence in a Hilbert space, and also gives an example of a weakly convergent sequence which does not converge with respect to the norm.

## Example 5.69

Let $\mathcal{H}$ be a Hilbert space.
(a) A sequence $x_{n} \rightharpoonup x$ if and only if $\left(x_{n}, y\right) \rightarrow(x, y)$ for all $y \in \mathcal{H}$.
(b) If $\mathcal{H}$ is infinite-dimensional and $\left\{e_{n}\right\}$ is an orthonormal sequence in $\mathcal{H}$ then $e_{n} \rightharpoonup 0$.

## Solution

See Exercise 5.25.

We now give some basic properties of weak and weak-* convergence. One of the drawbacks of using a definition of convergence which is not based on an underlying metric is that we need to prove results which would hold automatically in a metric space. For example, we need to prove that weak and weak-* limits are unique.

## Lemma 5.70

(a) Weak and weak-* limits are unique.
(b) Weak and weak-* convergent sequences are bounded.
(c) $x_{n} \rightarrow x \Rightarrow x_{n} \rightharpoonup x ; \quad f_{n} \rightarrow f \Rightarrow f_{n} \stackrel{*}{\rightharpoonup} f$.

When $X$ is finite-dimensional, each of these implications are equivalences.
(d) Suppose that $M \subset X$ is closed and convex. If $\left\{x_{n}\right\}$ is a sequence in $M$ with $x_{n} \rightharpoonup x$, then $x \in M$.

## Proof

We only prove the results for weak convergence.
(a) Suppose that $x_{n} \rightharpoonup x$ and $x_{n} \rightharpoonup y$. By Corollary 5.22 , there exists $f \in X^{\prime}$ such that $f(x-y)=\|x-y\|$. But by the definition of weak convergence,

$$
\|x-y\|=f(x)-f(y)=\lim _{n \rightarrow \infty} f\left(x_{n}\right)-\lim _{n \rightarrow \infty} f\left(x_{n}\right)=0
$$

which proves uniqueness.
(b) This follows from Exercise 5.14.
(c) Suppose that $x_{n} \rightarrow x$, and $f \in X^{\prime}$ is arbitrary. Then

$$
\left|f\left(x_{n}\right)-f(x)\right| \leq\|f\|\left\|x-x_{n}\right\| \rightarrow 0 .
$$

Now suppose that $X$ is finite-dimensional and $x_{n} \rightharpoonup x$, but $x_{n} \nrightarrow x$. By part (b), the sequence $\left\{x_{n}\right\}$ is bounded so, by compactness, after taking a subsequence we may suppose that $x_{n} \rightarrow y \neq x$. But this contradicts part (a).
(d) Suppose that $x \notin M$. Then part (b) of the separation theorem (Theorem 5.30), with $A=\{x\}$ and $B=M$, contradicts $x_{n} \rightharpoonup x$.

Combining Example 5.69 with Lemma 5.70 (c) shows that in infinite dimensions weak convergence is weaker than the usual idea of convergence (with respect to the norm on $X$ ), in the sense that convergence implies weak convergence, but the converse need not hold. In addition, the orthonormal sequence $\left\{e_{n}\right\}$ in Example 5.69 lies in the unit sphere in $\mathcal{H}$ (which is closed but not convex), but the weak limit does not. That is, the weak limit of a weakly convergent sequence in a closed set $M$ need not belong to $M$, and Lemma 5.70 (d) need not hold, if $M$ is not convex. We also observe that the relationship between convexity and weak limits arises, in essence, from the convexity requirements in the separation theorem.

The following theorems provide one of the main reasons for introducing the concepts of weak and weak-* convergence.

## Theorem 5.71

If $X$ is separable and $\left\{f_{n}\right\}$ is a bounded sequence in $X^{\prime}$, then $\left\{f_{n}\right\}$ has a weak-* convergent subsequence.

## Proof

Let $\left\{s_{k}\right\}$ be a dense sequence in $X$. Since the sequence $\left\{f_{n}\left(s_{1}\right)\right\}$ in $\mathbb{F}$ is bounded, it has a convergent subsequence, which we will write as $\left\{f_{n_{1}(m)}\left(s_{1}\right)\right\}$ (with $m$ indexing the sequence). Similarly, the sequence $\left\{f_{n_{1}(m)}\left(s_{2}\right)\right\}$ has a convergent subsequence $\left\{f_{n_{2}(m)}\left(s_{2}\right)\right\}$, and so on. Finally, the diagonal subsequence $\left\{f_{n_{m}(m)}\right\}$ in $X^{\prime}$ is bounded and $\left\{f_{n_{m}(m)}\left(s_{k}\right)\right\}$ converges for every $k \in \mathbb{N}$, so $\left\{f_{n_{m}(m)}\right\}$ is weak-* convergent, by Lemma 5.66.

## Corollary 5.72

If $X$ is separable and $B=\left\{f \in X^{\prime}:\|f\| \leq 1\right\}$, then any sequence in $B$ has a subsequence which is weak-* convergent to an element of $B$; equivalently, $B$ is compact with respect to the metric $d_{w}$ (which exists since $X$ is separable).

## Proof

Suppose that $\left\{f_{n}\right\}$ is a sequence in $B$. By Theorem 5.71, there exists $f \in X^{\prime}$ such that $f_{n} \stackrel{*}{\rightharpoonup} f$ (after taking a subsequence, if necessary). Now,

$$
|f(x)|=\lim _{n \rightarrow \infty}\left|f_{n}(x)\right| \leq\|x\|, \quad x \in X
$$

so that $f \in B$. Also, Lemma 5.67 shows that $d_{w}\left(f_{n}, f\right) \rightarrow 0$.

## Theorem 5.73

If $X$ is reflexive and $\left\{x_{n}\right\}$ is a bounded sequence in $X$, then $\left\{x_{n}\right\}$ has a weakly convergent subsequence.

## Proof

Let $Y=\overline{\operatorname{Sp}}\left\{x_{1}, x_{2}, \ldots\right\}$. Then $Y$ is separable (see the proof of Theorem 3.52) and reflexive (by Theorem 5.44). Thus $Y^{\prime \prime}$ is separable, and hence $Y^{\prime}$ is separable (by Theorem 5.24). Now, $\left\{J_{Y} x_{n}\right\}$ is a bounded sequence in $Y^{\prime \prime}$ so, by Theorem 5.71, we may suppose that $\left\{J_{Y} x_{n}\right\}$ is weak-* convergent in $Y^{\prime \prime}$ (after taking a subsequence if necessary) to a limit of the form $J_{Y} y$, for some $y \in Y$ (since $Y$ is reflexive). Now, for any $f \in X^{\prime}$, the restriction of $f$ to $Y$ is an element $f_{Y} \in Y^{\prime}$, and so by the definition of $J_{Y}$ and weak-* convergence in $Y^{\prime \prime}$,

$$
\lim _{n \rightarrow \infty} f\left(x_{n}\right)=\lim _{n \rightarrow \infty} J_{Y} x_{n}\left(f_{Y}\right)=J_{Y} y\left(f_{Y}\right)=f(y), \quad f \in X^{\prime}
$$

which shows that $x_{n} \rightharpoonup y$.

## Corollary 5.74

If $X$ is reflexive and $M \subset X$ is bounded, closed and convex, then any sequence in $M$ has a subsequence which is weakly convergent to an element of $M$.

## Proof

Suppose that $\left\{x_{n}\right\}$ is a sequence in $M$. By Theorem 5.73, there exists a point $x \in X$ such that $x_{n} \rightharpoonup x$ (after taking a subsequence, if necessary). Since $M$ is closed and convex, Lemma 5.70 (d) shows that $x \in M$.

Theorems 5.71 and 5.73 have an immense number of applications in both linear and nonlinear functional analysis. A simple example of the use of these results is given in Exercise 5.31. This proves a result which would be proved in finite dimensions using compactness of closed, bounded sets.

## EXERCISES

5.24 Verify that $d_{w}$ in Lemma 5.67 is a metric.
5.25 Prove the assertions in Example 5.69.
5.26 Let $\mathcal{H}$ be a separable Hilbert space, with orthonormal basis $\left\{e_{k}\right\}$. Show that a sequence $\left\{x_{n}\right\}$ in $\mathcal{H}$ is weakly convergent if it is bounded and $\lim _{n \rightarrow \infty}\left(x_{n}, e_{k}\right)$ exists for each $k \in \mathbb{N}$.

Show that there exist unbounded sequences satisfying the second hypothesis, so we cannot omit the condition that $\left\{x_{n}\right\}$ be bounded.
5.27 Let $\mathcal{H}$ be a separable Hilbert space, so that a metric $d_{w}$ can be defined on $\mathcal{H}$, as in Lemma 5.67 (using the standard identification of $\mathcal{H}$ with $\left.\mathcal{H}^{\prime}\right)$. Show that there exists a sequence $\left\{x_{n}\right\}$ in $\mathcal{H}$ such that $\left\|x_{n}\right\| \rightarrow \infty$ and $d_{w}\left(x_{n}, 0\right) \rightarrow 0$ (thus, the boundedness condition cannot be omitted from condition (a) in Lemma 5.67).
5.28 Let $X, Y$ be Banach spaces and $T \in B(X, Y)$. Show that if $x_{n} \rightharpoonup x$ in $X$, then $T x_{n} \rightharpoonup T x$ in $Y$.
5.29 Let $X$ be a Banach space. Show that if $x_{n} \rightharpoonup x$ in $X$, then $\|x\| \leq$ $\liminf _{n \rightarrow \infty}\left\|x_{n}\right\|$.
5.30 Let $\mathcal{H}$ be a Hilbert space. Show that if $x_{n} \rightharpoonup x$ in $\mathcal{H}$ and $\left\|x_{n}\right\| \rightarrow\|x\|$, then $x_{n} \rightarrow x$.
5.31 Suppose that $X$ is reflexive, $M$ is a closed, convex subset of $X$, and $y \in X \backslash M$. Show that there is a point $y_{M} \in M$ such that

$$
\left\|y-y_{M}\right\|=\inf \{\|y-x\|: x \in M\} .
$$

Show that this result is not true if the assumption that $M$ is convex is omitted.

## Linear Operators on Hilbert Spaces

### 6.1 The Adjoint of an Operator

At the end of Chapter 4 we stated that there is an additional structure on the space of all operators on a Hilbert space which enables us to obtain a simpler characterization of invertibility. This is the "adjoint" of an operator and we start this chapter by showing what this is and giving some examples to show how easy it is to find adjoints. We describe some of the properties of adjoints and show how they are used to give the desired simpler characterization of invertibility. We then use the adjoint to define three important types of operators (normal, self-adjoint and unitary operators) and give properties of these. The set of eigenvalues of a matrix has so many uses in finite-dimensional applications that it is not surprising that its analogue for operators on infinitedimensional spaces is also important. So, for any operator $T$, we try to find as much as possible about the set $\{\lambda \in \mathbb{C}: T-\lambda I$ is not invertible $\}$ which is called the spectrum of $T$ and which generalizes the set of eigenvalues of a matrix. We conclude the chapter by investigating the properties of those selfadjoint operators whose spectrum lies in $[0, \infty)$. Although some of the earlier results in this chapter have analogues for real spaces, when we deal with the spectrum it is necessary to use complex spaces, so for simplicity we shall only consider complex spaces throughout this chapter.

We start by defining the adjoint and showing its existence and uniqueness. As in Chapter 4 with normed spaces, if we have two or more inner product spaces we should, in principle, use notation which distinguishes the inner prod-
ucts. However, in practice we just use the symbol $(\cdot, \cdot)$ for the inner product on all the spaces as it is usually easy to determine which space elements are in and therefore, implicitly, to which inner product we are referring.

## Theorem 6.1

Let $\mathcal{H}$ and $\mathcal{K}$ be complex Hilbert spaces and let $T \in B(\mathcal{H}, \mathcal{K})$. There exists a unique operator $T^{*} \in B(\mathcal{K}, \mathcal{H})$ such that

$$
(T x, y)=\left(x, T^{*} y\right)
$$

for all $x \in \mathcal{H}$ and all $y \in \mathcal{K}$.

## Proof

Let $y \in \mathcal{K}$ and let $f: \mathcal{H} \rightarrow \mathbb{C}$ be defined by $f(x)=(T x, y)$. Then $f$ is a linear transformation and by the Cauchy-Schwarz inequality (Lemma 3.13(a)) and the boundedness of $T$

$$
|f(x)|=|(T x, y)| \leq\|T x\|\|y\| \leq\|T\|\|x\|\|y\|
$$

Hence $f$ is bounded and so by the Riesz-Fréchet theorem (Theorem 5.2) there exists a unique $z \in \mathcal{H}$ such that $f(x)=(x, z)$ for all $x \in \mathcal{H}$. We define $T^{*}(y)=$ $z$, so that $T^{*}$ is a function from $\mathcal{K}$ to $\mathcal{H}$ such that

$$
\begin{equation*}
(T(x), y)=\left(x, T^{*}(y)\right) \tag{6.1}
\end{equation*}
$$

for all $x \in \mathcal{H}$ and all $y \in \mathcal{K}$. Thus $T^{*}$ is a function which satisfies the equation in the statement of the theorem, but we have yet to show that it is in $B(\mathcal{K}, \mathcal{H})$. It is perhaps not even clear yet that $T^{*}$ is a linear transformation so the first step is to show this.

Let $y_{1}, y_{2} \in \mathcal{K}$, let $\lambda, \mu \in \mathbb{C}$ and let $x \in \mathcal{H}$. Then by (6.1),

$$
\begin{aligned}
\left(x, T^{*}\left(\lambda y_{1}+\mu y_{2}\right)\right) & =\left(T(x), \lambda y_{1}+\mu y_{2}\right) \\
& =\bar{\lambda}\left(T(x), y_{1}\right)+\bar{\mu}\left(T(x), y_{2}\right) \\
& =\bar{\lambda}\left(x, T^{*}\left(y_{1}\right)\right)+\bar{\mu}\left(x, T^{*}\left(y_{2}\right)\right) \\
& =\left(x, \lambda T^{*}\left(y_{1}\right)+\mu T^{*}\left(y_{2}\right)\right)
\end{aligned}
$$

Hence $T^{*}\left(\lambda y_{1}+\mu y_{2}\right)=\lambda T^{*}\left(y_{1}\right)+\mu T^{*}\left(y_{2}\right)$, by Exercise 3.1, and so $T^{*}$ is a linear transformation.

Next we show that $T^{*}$ is bounded. Using the Cauchy-Schwarz inequality

$$
\left\|T^{*}(y)\right\|^{2}=\left(T^{*}(y), T^{*}(y)\right)=\left(T T^{*}(y), y\right) \leq\left\|T T^{*}(y)\right\|\|y\| \leq\|T\|\left\|T^{*}(y)\right\|\|y\|
$$

If $\left\|T^{*}(y)\right\|>0$ then we can divide through the above inequality by $\left\|T^{*}(y)\right\|$ to get $\left\|T^{*}(y)\right\| \leq\|T\|\|y\|$, while if $\left\|T^{*}(y)\right\|=0$ then trivially $\left\|T^{*}(y)\right\| \leq\|T\|\|y\|$. Hence for all $y \in \mathcal{K}$,

$$
\left\|T^{*}(y)\right\| \leq\|T\|\|y\|
$$

and so $T^{*}$ is bounded and $\left\|T^{*}\right\| \leq\|T\|$.
Finally, we have to show that $T^{*}$ is unique. Suppose that $B_{1}$ and $B_{2}$ are in $B(\mathcal{K}, \mathcal{H})$ and that for all $x \in \mathcal{H}$ and all $y \in \mathcal{K}$,

$$
(T x, y)=\left(x, B_{1} y\right)=\left(x, B_{2} y\right) .
$$

Therefore $B_{1} y=B_{2} y$ for all $y \in \mathcal{K}$, by Exercise 3.1, so $B_{1}=B_{2}$ and hence $T^{*}$ is unique.

## Definition 6.2

If $\mathcal{H}$ and $\mathcal{K}$ are complex Hilbert spaces and $T \in B(\mathcal{H}, \mathcal{K})$ the operator $T^{*}$ constructed in Theorem 6.1 is called the adjoint of $T$.

The uniqueness part of Theorem 6.1 is very useful when finding the adjoint of an operator. In the notation of Theorem 6.1, if we find an operator $S$ which satisfies the equation $(T x, y)=(x, S y)$ for all $x$ and $y$ then $S=T^{*}$. In practice, finding an adjoint often boils down to solving an equation.

The first example of an adjoint of an operator we will find is that of an operator between finite-dimensional spaces. Specifically, we will find the matrix representation of the adjoint of an operator in terms of the matrix representation of the operator itself (recall that matrix representations of operators were discussed at the end of Section 1.1). In the solution, given a matrix $A=\left[a_{i, j}\right] \in M_{m n}(\mathbb{F})$ the notation $\left[\overline{a_{j, i}}\right]$ denotes the matrix obtained by taking the complex conjugates of the entries of the transpose $A^{T}$ of $A$.

## Example 6.3

Let $\mathbf{u}=\left\{\widehat{e}_{1}, \widehat{e}_{2}\right\}$ be the standard basis of $\mathbb{C}^{2}$ and let $T \in B\left(\mathbb{C}^{2}\right)$. If $M_{\mathbf{u}}^{\mathbf{u}}(T)=$ $\left[a_{i, j}\right]$ then $M_{\mathbf{u}}^{\mathbf{u}}\left(T^{*}\right)=\left[\overline{a_{j, i}}\right]$.

## Solution

Let $M_{\mathbf{u}}^{\mathbf{u}}\left(T^{*}\right)=\left[b_{i, j}\right]$. Then using the equation which defines the adjoint, for all $\left[\begin{array}{l}x_{1} \\ x_{2}\end{array}\right]$ and $\left[\begin{array}{l}y_{1} \\ y_{2}\end{array}\right]$ in $\mathbb{C}^{2}$ we have

$$
\left(\left[\begin{array}{ll}
a_{1,1} & a_{1,2} \\
a_{2,1} & a_{2,2}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right],\left[\begin{array}{l}
y_{1} \\
y_{2}
\end{array}\right]\right)=\left(\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right],\left[\begin{array}{ll}
b_{1,1} & b_{1,2} \\
b_{2,1} & b_{2,2}
\end{array}\right]\left[\begin{array}{l}
y_{1} \\
y_{2}
\end{array}\right]\right) .
$$

Therefore,

$$
\left(\left[\begin{array}{l}
a_{1,1} x_{1}+a_{1,2} x_{2} \\
a_{2,1} x_{1}+a_{2,2} x_{2}
\end{array}\right],\left[\begin{array}{l}
y_{1} \\
y_{2}
\end{array}\right]\right)=\left(\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right],\left[\begin{array}{l}
b_{1,1} y_{1}+b_{1,2} y_{2} \\
b_{2,1} y_{1}+b_{2,2} y_{2}
\end{array}\right]\right)
$$

and so

$$
\begin{aligned}
& a_{1,1} x_{1} \overline{y_{1}}+a_{1,2} x_{2} \overline{y_{1}}+a_{2,1} x_{1} \overline{y_{2}}+a_{2,2} x_{2} \overline{y_{2}} \\
& \quad=x_{1} \overline{b_{1,1}} \overline{y_{1}}+x_{1} \overline{b_{1,2}} \overline{y_{2}}+x_{2} \overline{b_{2,1}} \overline{y_{1}}+x_{2} \overline{b_{2,2}} \overline{y_{2}} .
\end{aligned}
$$

Since this is true for all $\left[\begin{array}{l}x_{1} \\ x_{2}\end{array}\right]$ and $\left[\begin{array}{l}y_{1} \\ y_{2}\end{array}\right]$ in $\mathbb{C}^{2}$ we deduce that

$$
a_{1,1}=\overline{b_{1,1}}, a_{1,2}=\overline{b_{2,1}}, a_{2,1}=\overline{b_{1,2}} \text { and } \mathrm{a}_{2,2}=\overline{\mathrm{b}_{2,2}}
$$

Hence $\left[b_{i, j}\right]=\left[\overline{a_{j, i}}\right]$.

More generally, if $\mathbf{u}$ is the standard basis for $\mathbb{C}^{n}$ and $\mathbf{v}$ is the standard basis for $\mathbb{C}^{m}$ and $T \in B\left(\mathbb{C}^{n}, \mathbb{C}^{m}\right)$ with $M_{\mathbf{V}}^{\mathbf{u}}(T)=\left[a_{i, j}\right]$ then it can be shown similarly that $M_{\mathbf{u}}^{\mathbf{V}}\left(T^{*}\right)=\left[\overline{a_{j, i}}\right]$. Because of this we shall use the following notation.

## Definition 6.4

If $A=\left[a_{i, j}\right] \in M_{m n}(\mathbb{F})$ then the matrix $\left[\overline{a_{j, i}}\right]$ is called the adjoint of $A$ and is denoted by $A^{*}$.

The next two examples illustrate ways of finding adjoints of operators between infinite-dimensional spaces.

## Example 6.5

For any $k \in C[0,1]$ let $T_{k} \in B\left(L^{2}[0,1]\right)$ be defined by

$$
\begin{equation*}
\left(T_{k} g\right)(t)=k(t) g(t) \tag{6.2}
\end{equation*}
$$

If $f \in C[0,1]$, then $\left(T_{f}\right)^{*}=T_{\bar{f}}$.

## Solution

Let $g, h \in L^{2}[0,1]$ and let $k=\left(T_{f}\right)^{*} h$. Then $\left(T_{f} g, h\right)=(g, k)$ by definition of the adjoint and so

$$
\int_{0}^{1} f(t) g(t) \overline{h(t)} d t=\int_{0}^{1} g(t) \overline{k(t)} d t
$$

Now this equation is true if $\overline{k(t)}=\overline{h(t)} f(t)$, that is, if $k(t)=\overline{f(t)} h(t)$. Hence by the uniqueness of the adjoint, we deduce that $\left(T_{f}\right)^{*} h=k=\bar{f} h$ and so $\left(T_{f}\right)^{*}=T_{\bar{f}}$.

## Example 6.6

The adjoint of the unilateral shift $S \in B\left(\ell^{2}\right)$ (see (4.2)) is $S^{*}$ where

$$
S^{*}\left(y_{1}, y_{2}, y_{3}, \ldots\right)=\left(y_{2}, y_{3}, y_{4}, \ldots\right)
$$

## Solution

Let $x=\left\{x_{n}\right\}$ and $y=\left\{y_{n}\right\} \in \ell^{2}$ and let $z=\left\{z_{n}\right\}=S^{*}(y)$. Then $(S x, y)=$ $\left(x, S^{*} y\right)$ by the definition of the adjoint and so

$$
\left(\left(0, x_{1}, x_{2}, x_{3}, \ldots\right),\left(y_{1}, y_{2}, y_{3}, \ldots\right)\right)=\left(\left(x_{1}, x_{2}, x_{3}, \ldots\right),\left(z_{1}, z_{2}, z_{3}, \ldots\right)\right)
$$

Therefore

$$
x_{1} \overline{y_{2}}+x_{2} \overline{y_{3}}+x_{3} \overline{y_{4}}+\ldots=x_{1} \overline{z_{1}}+x_{2} \overline{z_{2}}+x_{3} \overline{z_{3}}+\ldots
$$

Now if $z_{1}=y_{2}, z_{2}=y_{3}, \ldots$, then this equation is true for all $x_{1}, x_{2}, x_{3}, \ldots$ and hence by the uniqueness of the adjoint

$$
S^{*}\left(y_{1}, y_{2}, y_{3}, \ldots\right)=\left(z_{1}, z_{2}, z_{3}, \ldots\right)=\left(y_{2}, y_{3}, y_{4}, \ldots\right)
$$

The adjoint of the unilateral shift found in Example 6.6 is another type of operator which shifts the entries of each sequence while maintaining their original order. If $S$ is called a forward shift as the entries in the sequence "move" forward then $S^{*}$ could be called a backward shift as the entries in the sequence "move" backwards.

It is possible that the adjoint of an operator could be the operator itself.

## Example 6.7

Let $\mathcal{H}$ be a complex Hilbert space. If $I$ is the identity operator on $\mathcal{H}$ then $I^{*}=I$.

## Solution

If $x, y \in \mathcal{H}$ then

$$
(I x, y)=(x, y)=(x, I y)
$$

Therefore by the uniqueness of adjoint, $I^{*}=I$.
Having seen how easy it is to compute adjoints of operators in the above examples we now consider the adjoints of linear combinations and products of operators. Starting with the matrix case, if $A$ and $B$ are matrices and $\lambda, \mu \in \mathbb{C}$ then it follows easily from the standard rule for matrix transpositions, $(A B)^{T}=$
$B^{T} A^{T}$, that $(A B)^{*}=B^{*} A^{*}$ and $(\lambda A+\mu B)^{*}=\bar{\lambda} A^{*}+\bar{\mu} B^{*}$. This matrix result has the following analogue for operators. The proof is left as an exercise.

## Lemma 6.8

Let $\mathcal{H}, \mathcal{K}$ and $\mathcal{L}$ be complex Hilbert spaces, let $R, S \in B(\mathcal{H}, \mathcal{K})$ and let $T \in$ $B(\mathcal{K}, \mathcal{L})$. Let $\lambda, \mu \in \mathbb{C}$. Then:
(a) $(\mu R+\lambda S)^{*}=\bar{\mu} R^{*}+\bar{\lambda} S^{*}$;
(b) $(T R)^{*}=R^{*} T^{*}$.

## Remark 6.9

Many of the results which follow hold for both linear operators and for matrices (as in Lemma 6.8), with only minor differences between the two cases. Thus, from now on we will normally only write out each result for the linear operator case, the corresponding result for matrices being an obvious modification of that for operators.

Further properties of adjoints are given in Theorem 6.10.

## Theorem 6.10

Let $\mathcal{H}$ and $\mathcal{K}$ be complex Hilbert spaces and let $T \in B(\mathcal{H}, \mathcal{K})$.
(a) $\left(T^{*}\right)^{*}=T$.
(b) $\left\|T^{*}\right\|=\|T\|$.
(c) The function $f: B(\mathcal{H}, \mathcal{K}) \rightarrow B(\mathcal{K}, \mathcal{H})$ defined by $f(R)=R^{*}$ is continuous.
(d) $\left\|T^{*} T\right\|=\|T\|^{2}$.

## Proof

(a) We have to show that the adjoint of the adjoint is the original operator.

$$
\begin{array}{rlrl}
\left(y,\left(T^{*}\right)^{*} x\right) & =\overline{\left(T^{*} y, x\right)} & & \text { by definition of }\left(T^{*}\right)^{*} \\
& =\overline{\left(x, T^{*} y\right)} & \text { by definition of an inner product } \\
& =\overline{(T x, y)} & \text { by definition of } T^{*} \\
& =(y, T x) & \text { by definition of an inner product. }
\end{array}
$$

Hence $\left(T^{*}\right)^{*} x=T x$ for all $x \in \mathcal{H}$ so $\left(T^{*}\right)^{*}=T$.
(b) By Theorem 6.1 we have $\left\|T^{*}\right\| \leq\|T\|$. Applying this result to $\left(T^{*}\right)^{*}$ and using part (a) we have

$$
\|T\|=\left\|\left(T^{*}\right)^{*}\right\| \leq\left\|T^{*}\right\| \leq\|T\|
$$

and so $\left\|T^{*}\right\|=\|T\|$.
(c) We cannot apply Lemma 4.1 here as $f$ is not a linear transformation, by Lemma 6.8. Let $\epsilon>0$ and let $\delta=\epsilon$. Then, when $\|R-S\|<\delta$,

$$
\|f(R)-f(S)\|=\left\|R^{*}-S^{*}\right\|=\left\|(R-S)^{*}\right\|=\|(R-S)\|<\epsilon
$$

by part (b). Hence $f$ is continuous.
(d) Since $\|T\|=\left\|T^{*}\right\|$, we have

$$
\left\|T^{*} T\right\| \leq\left\|T^{*}\right\|\|T\|=\|T\|^{2}
$$

On the other hand

$$
\begin{array}{rlrl}
\|T x\|^{2} & =(T x, T x) & & \\
& =\left(T^{*} T x, x\right) & & \text { by the definition of } T^{*} \\
& \leq\left\|T^{*} T x\right\|\|x\| & \quad \text { by the Cauchy-Schwarz inequality } \\
& \leq\left\|T^{*} T\right\|\|x\|^{2} . & &
\end{array}
$$

Therefore $\|T\|^{2} \leq\left\|T^{*} T\right\|$, which proves the result.
Part (d) of Theorem 6.10 will be used later to find norms of operators. However, the following lemma is the important result as far as getting a characterization of invertibility is concerned.

## Lemma 6.11

Let $\mathcal{H}$ and $\mathcal{K}$ be complex Hilbert spaces and let $T \in B(\mathcal{H}, \mathcal{K})$.
(a) $\operatorname{Ker} T=\left(\operatorname{Im} T^{*}\right)^{\perp}$;
(b) $\operatorname{Ker} T^{*}=(\operatorname{Im} T)^{\perp}$;
(c) Ker $T^{*}=\{0\}$ if and only if $\operatorname{Im} T$ is dense in $\mathcal{K}$.

## Proof

(a) First we show that $\operatorname{Ker} T \subseteq\left(\operatorname{Im} T^{*}\right)^{\perp}$. To this end, let $x \in \operatorname{Ker} T$ and let $z \in \operatorname{Im} T^{*}$. As $z \in \operatorname{Im} T^{*}$ there exists $y \in \mathcal{K}$ such that $T^{*} y=z$. Thus

$$
(x, z)=\left(x, T^{*} y\right)=(T x, y)=0
$$

Hence $x \in\left(\operatorname{Im} T^{*}\right)^{\perp}$ so Ker $T \subseteq\left(\operatorname{Im} T^{*}\right)^{\perp}$.
Next we show that $\left(\operatorname{Im} T^{*}\right)^{\perp} \subseteq \operatorname{Ker} T$. In this case let $v \in\left(\operatorname{Im} T^{*}\right)^{\perp}$. As $T^{*} T v \in \operatorname{Im} T^{*}$ we have

$$
(T v, T v)=\left(v, T^{*} T v\right)=0
$$

Thus $T v=0$ and so $v \in \operatorname{Ker} T$.
Therefore Ker $T=\left(\operatorname{Im} T^{*}\right)^{\perp}$.
(b) By part (a) and Theorem 6.10 we have

$$
\operatorname{Ker} T^{*}=\left(\operatorname{Im}\left(\left(T^{*}\right)^{*}\right)\right)^{\perp}=(\operatorname{Im} T)^{\perp}
$$

(c) If Ker $T^{*}=\{0\}$ then

$$
\left((\operatorname{Im} T)^{\perp}\right)^{\perp}=\left(\operatorname{Ker} T^{*}\right)^{\perp}=\{0\}^{\perp}=\mathcal{K} .
$$

Hence $\operatorname{Im} T$ is dense in $\mathcal{K}$ by Corollary 3.36 .
Conversely, if $\operatorname{Im} T$ is dense in $\mathcal{K}$ then $\left(\operatorname{Im} T^{\perp}\right)^{\perp}=\mathcal{K}$ by Corollary 3.36. Therefore, by Corollary 3.35,

$$
\operatorname{Ker} T^{*}=\operatorname{Im} T^{\perp}=\left(\left(\operatorname{Im} T^{\perp}\right)^{\perp}\right)^{\perp}=\mathcal{K}^{\perp}=\{0\} .
$$

We now have an immediate consequence of Theorem 4.48 and Lemma 6.11.

## Corollary 6.12

Let $\mathcal{H}$ be a complex Hilbert space and let $T \in B(\mathcal{H})$. The following are equivalent:
(a) $T$ is invertible;
(b) $\operatorname{Ker} T^{*}=\{0\}$ and there exists $\alpha>0$ such that $\|T(x)\| \geq \alpha\|x\|$ for all $x \in \mathcal{H}$.

Despite having to do one more step it is usually easier to find the adjoint of an operator $T$ and then Ker $T^{*}$ than to show that $\operatorname{Im} T$ is dense. Corollary 6.12 can of course also be used to show that an operator is not invertible as Example 6.13 illustrates.

## Example 6.13

The unilateral shift $S \in B\left(\ell^{2}\right)$ defined in (4.2) is not invertible.

## Solution

We showed that $S^{*}\left(y_{1}, y_{2}, y_{3}, \ldots\right)=\left(y_{2}, y_{3}, y_{4}, \ldots\right)$ in Example 6.6. Thus $(1,0,0,0, \ldots) \in \operatorname{Ker} S^{*}$ and hence $S$ is not invertible by Corollary 6.12.

There is also a link between the invertibility of an operator and the invertibility of its adjoint.

## Lemma 6.14

If $\mathcal{H}$ is a complex Hilbert space and $T \in B(\mathcal{H})$ is invertible then $T^{*}$ is invertible and $\left(T^{*}\right)^{-1}=\left(T^{-1}\right)^{*}$.

## Proof

As $T T^{-1}=T^{-1} T=I$, if we take the adjoint of this equation we obtain $\left(T T^{-1}\right)^{*}=\left(T^{-1} T\right)^{*}=I^{*}$ and so $\left(T^{-1}\right)^{*} T^{*}=T^{*}\left(T^{-1}\right)^{*}=I$ by Lemma 6.8 and Example 6.7. Hence $T^{*}$ is invertible and $\left(T^{*}\right)^{-1}=\left(T^{-1}\right)^{*}$.

## EXERCISES

6.1 Let $c=\left\{c_{n}\right\} \in \ell^{\infty}$. Find the adjoint of the linear operator $T_{c}: \ell^{2} \rightarrow$ $\ell^{2}$ defined by

$$
T_{c}\left(\left\{x_{n}\right\}\right)=\left\{c_{n} x_{n}\right\} .
$$

6.2 Find the adjoint of the linear operator $T: \ell^{2} \rightarrow \ell^{2}$ defined by

$$
T\left(x_{1}, x_{2}, x_{3}, x_{4}, \ldots\right)=\left(0,4 x_{1}, x_{2}, 4 x_{3}, x_{4}, \ldots\right) .
$$

6.3 Let $\mathcal{H}$ be a Hilbert space and let $y, z \in \mathcal{H}$. If $T$ is the bounded linear operator defined by $T(x)=(x, y) z$, show that $T^{*}(w)=(w, z) y$.
6.4 Prove Lemma 6.8.
6.5 Let $\mathcal{H}$ be a complex Hilbert space and let $T \in B(\mathcal{H})$.
(a) Show that $\operatorname{Ker} T=\operatorname{Ker}\left(T^{*} T\right)$.
(b) Deduce that the closure of $\operatorname{Im} T^{*}$ is equal to the closure of $\operatorname{Im}\left(T^{*} T\right)$.

### 6.2 Normal, Self-adjoint and Unitary Operators

Although the adjoint enables us to obtain further information about all operators on a Hilbert space, it can also be used to define particular classes of operators which frequently arise in applications and for which much more is known. In this section we define three classes of operators which will occur in many later examples and investigate some of their properties.

The first such class of operators which we study is the class of normal operators.

## Definition 6.15

(a) If $\mathcal{H}$ is a complex Hilbert space and $T \in B(\mathcal{H})$ then $T$ is normal if

$$
T T^{*}=T^{*} T
$$

(b) If $A$ is a square matrix then $A$ is normal if

$$
A A^{*}=A^{*} A
$$

It is quite easy to check whether an operator is normal or not as the two steps required, namely finding the adjoint and working out the products, are themselves easy. As matrix adjoints and matrix multiplication are even easier to find and do than their operator analogues, we shall not give any specific examples to determine whether matrices are normal as this would not illustrate any new points.

## Example 6.16

For any $k \in C[0,1]$, let $T_{k} \in B\left(L^{2}[0,1]\right)$ be defined as in (6.2). If $f \in C[0,1]$ then $T_{f}$ is normal.

## Solution

From Example 6.5 we know that $\left(T_{f}\right)^{*}=T_{\bar{f}}$. Hence, for all $g \in L^{2}[0,1]$,

$$
\left(T_{f}\left(T_{f}\right)^{*}\right)(g)=T_{f}\left(T_{\bar{f}}(g)\right)=T_{f}(\bar{f} g)=f \bar{f} g
$$

and

$$
\left(\left(T_{f}\right)^{*} T_{f}\right)(g)=T_{\bar{f}}\left(T_{f}(g)\right)=T_{\bar{f}}(f g)=\bar{f} f g=f \bar{f} g
$$

Therefore $T_{f}\left(T_{f}\right)^{*}=\left(T_{f}\right)^{*} T_{f}$ and so $T_{f}$ is normal.

## Example 6.17

The unilateral shift $S \in B\left(\ell^{2}\right)$ defined in (4.2) is not normal.

## Solution

We know from Example 6.6 that, for all $\left\{y_{n}\right\} \in \ell^{2}$,

$$
S^{*}\left(y_{1}, y_{2}, y_{3}, \ldots\right)=\left(y_{2}, y_{3}, y_{4}, \ldots\right) .
$$

For $\left\{x_{n}\right\} \in \ell^{2}$,

$$
S^{*}\left(S\left(x_{1}, x_{2}, x_{3}, \ldots\right)\right)=S^{*}\left(0, x_{1}, x_{2}, x_{3}, \ldots\right)=\left(x_{1}, x_{2}, x_{3}, \ldots\right)
$$

while

$$
S\left(S^{*}\left(x_{1}, x_{2}, x_{3}, \ldots\right)\right)=S\left(x_{2}, x_{3}, \ldots\right)=\left(0, x_{2}, x_{3}, \ldots\right)
$$

Thus $S^{*}\left(S\left(x_{1}, x_{2}, x_{3}, \ldots\right)\right) \neq S\left(S^{*}\left(x_{1}, x_{2}, x_{3}, \ldots\right)\right)$ for all $\left\{x_{n}\right\} \in \ell^{2}$ and so $S$ is not normal.

Even in Example 6.18, which is slightly more abstract, it is easy to determine whether or not an operator is normal.

## Example 6.18

If $\mathcal{H}$ is a complex Hilbert space, $I$ is the identity operator on $\mathcal{H}, \lambda \in \mathbb{C}$ and $T \in B(\mathcal{H})$ is normal then $T-\lambda I$ is normal.

## Solution

$(T-\lambda I)^{*}=T^{*}-\bar{\lambda} I$ by Lemma 6.8. Hence, using $T^{*} T=T T^{*}$,

$$
\begin{aligned}
(T-\lambda I)(T-\lambda I)^{*} & =(T-\lambda I)\left(T^{*}-\bar{\lambda} I\right) \\
& =T T^{*}-\lambda T^{*}-\bar{\lambda} T+\lambda \bar{\lambda} I \\
& =T^{*} T-\lambda T^{*}-\bar{\lambda} T+\lambda \bar{\lambda} I \\
& =\left(T^{*}-\bar{\lambda} I\right)(T-\lambda I) \\
& =(T-\lambda I)^{*}(T-\lambda I) .
\end{aligned}
$$

Therefore $T-\lambda I$ is normal.

We now give some properties of normal operators.

## Lemma 6.19

Let $\mathcal{H}$ be a complex Hilbert space, let $T \in B(\mathcal{H})$ be normal and let $\alpha>0$.
(a) $\|T(x)\|=\left\|T^{*}(x)\right\|$ for all $x \in \mathcal{H}$.
(b) If $\|T(x)\| \geq \alpha\|x\|$ for all $x \in \mathcal{H}$, then Ker $T^{*}=\{0\}$.

## Proof

(a) Let $x \in \mathcal{H}$. As $T^{*} T=T T^{*}$,

$$
\begin{aligned}
\|T(x)\|^{2}-\left\|T^{*}(x)\right\|^{2} & =(T x, T x)-\left(T^{*} x, T^{*} x\right) \\
& =\left(T^{*} T x, x\right)-\left(T T^{*} x, x\right) \\
& =\left(T^{*} T x-T T^{*} x, x\right) \\
& =0 .
\end{aligned}
$$

Therefore $\|T(x)\|=\left\|T^{*}(x)\right\|$.
(b) Let $y \in \operatorname{Ker} T^{*}$. Then $T^{*} y=0$, so by part (a)

$$
0=\left\|T^{*} y\right\|=\|T y\| \geq \alpha\|y\| .
$$

Therefore $\|y\|=0$ and so $y=0$. Hence Ker $T^{*}=\{0\}$.
The following characterization of invertibility of normal operators is an immediate consequence of Corollary 6.12 and Lemma 6.19.

## Corollary 6.20

Let $\mathcal{H}$ be a complex Hilbert space and let $T \in B(\mathcal{H})$ be normal. The following are equivalent:
(a) $T$ is invertible;
(b) there exists $\alpha>0$ such that $\|T(x)\| \geq \alpha\|x\|$ for all $x \in \mathcal{H}$.

It may not have been apparent why normal operators were important but Corollary 6.20 shows that it is easier to determine whether normal operators are invertible, compared with determining whether arbitrary operators are invertible. However, in addition, there are some subsets of the set of normal operators which seem natural objects of study if we consider them as generalizations of important sets of complex numbers. The set of $1 \times 1$ complex matrices is just the set of complex numbers and in this case the adjoint of a complex number $z$ is $z^{*}=\bar{z}$. Two important subsets of $\mathbb{C}$ are the real numbers

$$
\mathbb{R}=\{z \in \mathbb{C}: z=\bar{z}\}
$$

and the circle centre 0 radius 1 , which is the set

$$
\{z \in \mathbb{C}: z \bar{z}=\bar{z} z=1\}
$$

We look at the generalization of both these sets of numbers to sets of operators.

## Definition 6.21

(a) If $\mathcal{H}$ is a complex Hilbert space and $T \in B(\mathcal{H})$ then $T$ is self-adjoint if $T=T^{*}$.
(b) If $A$ is a square matrix then $A$ is self-adjoint if $A=A^{*}$.

Although they amount to the same thing, there are several ways of trying to show that an operator is self-adjoint. The first is to find the adjoint and show it is equal to the original operator. This approach is illustrated in Example 6.22.

## Example 6.22

The matrix $A=\left[\begin{array}{cc}2 & i \\ -i & 3\end{array}\right]$ is self-adjoint.

## Solution

As $A^{*}=\left[\begin{array}{cc}2 & i \\ -i & 3\end{array}\right]=A$ we conclude that $A$ is self-adjoint.

The second approach to show that an operator $T$ is self-adjoint is to show directly that $(T x, y)=(x, T y)$ for all vectors $x$ and $y$. The uniqueness of the adjoint ensures that if this equation is satisfied then $T$ is self-adjoint. This was previously illustrated in Example 6.7 which, using the notation we have just introduced, can be rephrased as follows.

## Example 6.23

Let $\mathcal{H}$ be a complex Hilbert space. The identity operator $I \in B(\mathcal{H})$ is selfadjoint.

If we already know the adjoint of an operator it is even easier to check whether it is self-adjoint as Example 6.24 shows.

## Example 6.24

For any $k \in C[0,1]$, let $T_{k} \in B\left(L^{2}[0,1]\right)$ be defined as in (6.2). If $f \in C[0,1]$ is real-valued then $T_{f}$ is self-adjoint.

## Solution

From Example 6.5 we know that $\left(T_{f}\right)^{*}=T_{\bar{f}}$. As $f$ is real-valued, $\bar{f}=f$. Hence

$$
\left(T_{f}\right)^{*}=T_{\bar{f}}=T_{f}
$$

and so $T_{f}$ is self-adjoint.
More general algebraic properties of self-adjoint operators are given in the following results. The analogy between self-adjoint operators and real numbers is quite well illustrated here.

## Lemma 6.25

Let $\mathcal{H}$ be a complex Hilbert space and let $\mathcal{S}$ be the set of self-adjoint operators in $B(\mathcal{H})$.
(a) If $\alpha$ and $\beta$ are real numbers and $T_{1}$ and $T_{2} \in \mathcal{S}$ then $\alpha T_{1}+\beta T_{2} \in \mathcal{S}$.
(b) $\mathcal{S}$ is a closed subset of $B(\mathcal{H})$.

## Proof

(a) As $T_{1}$ and $T_{2}$ are self-adjoint, $\left(\alpha T_{1}+\beta T_{2}\right)^{*}=\alpha T_{1}^{*}+\beta T_{2}^{*}=\alpha T_{1}+\beta T_{2}$, by Lemma 6.8. Hence $\alpha T_{1}+\beta T_{2} \in \mathcal{S}$.
(b) Let $\left\{T_{n}\right\}$ be a sequence in $\mathcal{S}$ which converges to $T \in B(\mathcal{H})$. Then $\left\{T_{n}^{*}\right\}$ converges to $T^{*}$ by Theorem 6.10. Therefore, $\left\{T_{n}\right\}$ converges to $T^{*}$ as $T_{n}^{*}=T_{n}$ for all $n \in \mathbb{N}$. Hence $T=T^{*}$ and so $T \in \mathcal{S}$. Hence $\mathcal{S}$ is closed.

An alternative way of stating Lemma 6.25 is that the set of self-adjoint operators in $B(\mathcal{H})$ is a real Banach space.

## Lemma 6.26

Let $\mathcal{H}$ be a complex Hilbert space and let $T \in B(\mathcal{H})$.
(a) $T^{*} T$ and $T T^{*}$ are self-adjoint.
(b) $T=R+i S$ where $R$ and $S$ are self-adjoint.

## Proof

(a) $\left(T^{*} T\right)^{*}=T^{*} T^{* *}=T^{*} T$ by Lemma 6.8. Hence $T^{*} T$ is self-adjoint. Similarly $T T^{*}$ is self-adjoint.
(b) Let $R=\frac{1}{2}\left(T+T^{*}\right)$ and $S=\frac{1}{2 i}\left(T-T^{*}\right)$. Then $T=R+i S$. Also

$$
R^{*}=\frac{1}{2}\left(T+T^{*}\right)^{*}=\frac{1}{2}\left(T^{*}+T\right)=R,
$$

so $R$ is self-adjoint and

$$
S^{*}=\frac{-1}{2 i}\left(T-T^{*}\right)^{*}=-\frac{1}{2 i}\left(T^{*}-T^{* *}\right)=\frac{1}{2 i}\left(T-T^{*}\right)=S,
$$

so $S$ is also self-adjoint.

By analogy with complex numbers, the operators $R$ and $S$ defined in Lemma 6.26 are sometimes called the real and imaginary parts of the operator $T$. We now look at the generalization of the set $\{z \in \mathbb{C}: z \bar{z}=\bar{z} z=1\}$.

## Definition 6.27

(a) If $\mathcal{H}$ is a complex Hilbert space and $T \in B(\mathcal{H})$ then $T$ is unitary if $T T^{*}=$ $T^{*} T=I$.
(b) If $A$ is a square matrix then $A$ is unitary if $A A^{*}=A^{*} A=I$.

Hence, for a unitary operator or matrix the adjoint is the inverse. As it is again quite easy to check whether a matrix is unitary, we shall only give an example of an operator which is unitary.

## Example 6.28

For any $k \in C[0,1]$, let $T_{k} \in B\left(L^{2}[0,1]\right)$ be defined as in (6.2). If $f \in C[0,1]$ is such that $|f(t)|=1$ for all $t \in[0,1]$ then $T_{f}$ is unitary.

## Solution

We know from Example 6.5 that $\left(T_{f}\right)^{*}=T_{\bar{f}}$. Thus

$$
\left(\left(T_{f}\right)^{*} T_{f}\right) g(t)=\overline{f(t)} f(t) g(t)=|f(t)|^{2} g(t)
$$

so $T_{f}^{*} T_{f}(g)=g$ and hence $T_{f}^{*} T_{f}=I$. Similarly, $T_{f} T_{f}^{*}=I$. Therefore $T_{f}$ is unitary.

There is an alternative characterization of unitary operators which is more geometric. We require the following lemma, whose proof is left as an exercise.

## Lemma 6.29

If $X$ is a complex inner product space and $S, T \in B(X)$ are such that $(S z, z)=$ $(T z, z)$ for all $z \in X$, then $S=T$.

## Theorem 6.30

Let $\mathcal{H}$ be a complex Hilbert spaces and let $T, U \in B(\mathcal{H})$.
(a) $T^{*} T=I$ if and only if $T$ is an isometry.
(b) $U$ is unitary if and only if $U$ is an isometry of $\mathcal{H}$ onto $\mathcal{H}$.

## Proof

(a) Suppose first that $T^{*} T=I$. Then

$$
\|T x\|^{2}=(T x, T x)=\left(T^{*} T x, x\right)=(I x, x)=\|x\|^{2} .
$$

Hence $T$ is an isometry.
Conversely, suppose that $T$ is an isometry. Then

$$
\left(T^{*} T x, x\right)=(T x, T x)=\|T x\|^{2}=\|x\|^{2}=(I x, x) .
$$

Hence $T^{*} T=I$ by Lemma 6.29.
(b) Suppose first that $U$ is unitary. Then $U$ is an isometry by part (a). Moreover if $y \in \mathcal{H}$ then $y=U\left(U^{*} y\right)$ so $y \in \operatorname{Im} U$. Hence $U$ maps $\mathcal{H}$ onto $\mathcal{H}$.

Conversely, suppose that $U$ is an isometry of $\mathcal{H}$ onto $\mathcal{H}$. Then $U^{*} U=I$ by part (a). If $y \in \mathcal{H}$, then since $U$ maps $\mathcal{H}$ onto $\mathcal{H}$, there exists $x$ in $\mathcal{H}$ such that $U x=y$. Hence

$$
U U^{*} y=U U^{*}(U x)=U\left(U^{*} U\right) x=U I x=U x=y
$$

Thus $U U^{*}=I$ and so $U$ is unitary.
We leave the proof of the following properties of unitary operators as an exercise.

## Lemma 6.31

Let $\mathcal{H}$ be a complex Hilbert space and let $\mathcal{U}$ be the set of unitary operators in $B(\mathcal{H})$.
(a) If $U \in \mathcal{U}$ then $U^{*} \in \mathcal{U}$ and $\|U\|=\left\|U^{*}\right\|=1$.
(b) If $U_{1}$ and $U_{2} \in \mathcal{U}$ then $U_{1} U_{2}$ and $U_{1}^{-1}$ are in $\mathcal{U}$.
(c) $\mathcal{U}$ is a closed subset of $B(\mathcal{H})$.

## EXERCISES

6.6 Is the matrix $A=\left[\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right]$ normal?
6.7 Are the operators defined in Exercises 6.1 and 6.2 normal?
6.8 Prove Lemma 6.29.
[Hint: use Lemma 3.14.]
6.9 If $\mathcal{H}$ is a complex Hilbert space and $T \in B(\mathcal{H})$ is such that $\|T x\|=$ $\left\|T^{*} x\right\|$ for all $x \in \mathcal{H}$, show that $T$ is normal.
6.10 Let $T_{c}$ be the operator defined in Exercise 6.1.
(a) If $c_{n} \in \mathbb{R}$ for all $n \in \mathbb{N}$ show that $T_{c}$ is self-adjoint.
(b) If $\left|c_{n}\right|=1$ for all $n \in \mathbb{N}$ show that $T_{c}$ is unitary.
6.11 If $\mathcal{H}$ is a complex Hilbert space and $S, T \in B(\mathcal{H})$ with $S$ self-adjoint, show that $T^{*} S T$ is self-adjoint.
6.12 If $\mathcal{H}$ is a complex Hilbert space and $A \in B(\mathcal{H})$ is invertible and self-adjoint, show that $A^{-1}$ is self-adjoint.
6.13 If $\mathcal{H}$ is a complex Hilbert space and $S, T \in B(\mathcal{H})$ are self-adjoint, show that $S T$ is self-adjoint if and only if $S T=T S$.
6.14 Prove Lemma 6.31.
6.15 Let $\mathcal{H}$ be a complex Hilbert space and let $U \in B(\mathcal{H})$ be unitary. Show that the linear transformation $f: B(\mathcal{H}) \rightarrow B(\mathcal{H})$ defined by $f(T)=U^{*} T U$ is an isometry.

### 6.3 The Spectrum of an Operator

Given a square matrix $A$, an important set of complex numbers is the set $\mathcal{A}=\{\lambda \in \mathbb{C}: A-\lambda I$ is not invertible $\}$. In fact, $\mathcal{A}$ consists of the set of eigenvalues of $A$ by Lemma 1.12. Since eigenvalues occur in so many applications of finite-dimensional linear algebra, it is natural to try to extend these notions to infinite-dimensional spaces. This is what we aim to do in this section. Since the adjoint is available to help with determining when an operator is invertible in Hilbert spaces, we will restrict consideration to Hilbert spaces, although the definitions we give can easily be extended to Banach spaces.

## Definition 6.32

(a) Let $\mathcal{H}$ be a complex Hilbert space, let $I \in B(\mathcal{H})$ be the identity operator and let $T \in B(\mathcal{H})$. The spectrum of $T$, denoted by $\sigma(T)$, is defined to be

$$
\sigma(T)=\{\lambda \in \mathbb{C}: T-\lambda I \text { is not invertible }\} .
$$

(b) If $A$ is a square matrix then the spectrum of $A$, denoted by $\sigma(A)$, is defined to be

$$
\sigma(A)=\{\lambda \in \mathbb{C}: A-\lambda I \text { is not invertible }\}
$$

Our first example of the spectrum of an operator is perhaps the simplest possible example.

## Example 6.33

Let $\mathcal{H}$ be a complex Hilbert space and let $I$ be the identity operator on $\mathcal{H}$. If $\mu$ is any complex number then $\sigma(\mu I)=\{\mu\}$.

## Solution

If $\tau \in \mathbb{C}$ then $\tau I$ is invertible unless $\tau=0$. Hence

$$
\begin{aligned}
\sigma(\mu I) & =\{\lambda \in \mathbb{C}: \mu I-\lambda I \text { is not invertible }\} \\
& =\{\lambda \in \mathbb{C}:(\mu-\lambda) I \text { is not invertible }\} \\
& =\{\mu\}
\end{aligned}
$$

Finding the spectrum of other operators can be less straightforward. However, if an operator has any eigenvalues then these are in the spectrum by Lemma 6.34.

## Lemma 6.34

Let $\mathcal{H}$ be a complex Hilbert space and let $T \in B(\mathcal{H})$. If $\lambda$ is an eigenvalue of $T$ then $\lambda$ is in $\sigma(T)$.

## Proof

As there is a non-zero vector $x \in \mathcal{H}$ such that $T x=\lambda x$ it follows that $x \in$ Ker $(T-\lambda I)$ and so $T-\lambda I$ is not invertible by Lemma 1.12.

If $\mathcal{H}$ is a finite-dimensional complex Hilbert space and $T \in B(\mathcal{H})$ then the spectrum of $T$ consists solely of eigenvalues of $T$ by Lemma 1.12. It might
be hoped that the same would hold in the infinite-dimensional case. However, there are operators on infinite-dimensional spaces which have no eigenvalues at all.

## Example 6.35

The unilateral shift $S \in B\left(\ell^{2}\right)$ has no eigenvalues.

## Solution

Suppose that $\lambda$ is an eigenvalue of $S$ with corresponding non-zero eigenvector $x=\left\{x_{n}\right\}$. Then

$$
\left(0, x_{1}, x_{2}, x_{3}, \ldots\right)=\left(\lambda x_{1}, \lambda x_{2}, \lambda x_{3}, \ldots\right)
$$

If $\lambda=0$, then the right-hand side of this equation is the zero vector so $0=$ $x_{1}=x_{2}=x_{3}=\ldots=0$, which is a contradiction as $x \neq 0$. If $\lambda \neq 0$, then since $\lambda x_{1}=0$, we have $x_{1}=0$. Hence, from $\lambda x_{2}=x_{1}=0$, we have $x_{2}=0$. Continuing in this way, we again have $x_{1}=x_{2}=x_{3}=\ldots=0$, which is a contradiction. Hence $S$ has no eigenvalues.

Since the unilateral shift has no eigenvalues, how do we find its spectrum? The following two results can sometimes help.

## Theorem 6.36

Let $\mathcal{H}$ be a complex Hilbert space and let $T \in B(\mathcal{H})$.
(a) If $|\lambda|>\|T\|$ then $\lambda \notin \sigma(T)$.
(b) $\sigma(T)$ is a closed set.

## Proof

(a) If $|\lambda|>\|T\|$ then $\left\|\lambda^{-1} T\right\|<1$ and so $I-\lambda^{-1} T$ is invertible by Theorem 4.40. Hence $\lambda I-T$ is invertible and therefore $\lambda \notin \sigma(T)$.
(b) Define $F: \mathbb{C} \rightarrow B(\mathcal{H})$ by $F(\lambda)=\lambda I-T$. Then as

$$
\|F(\mu)-F(\lambda)\|=\|\mu I-T-(\lambda I-T)\|=|\mu-\lambda|
$$

$F$ is continuous. Hence, $\sigma(T)$ is closed, as the set $\mathcal{C}$ of non-invertible elements is closed by Corollary 4.42 and

$$
\sigma(T)=\{\lambda \in \mathbb{C}: F(\lambda) \in \mathcal{C}\} .
$$

Theorem 6.36 states that the spectrum of an operator $T$ is a closed bounded (and hence compact) subset of $\mathbb{C}$ which is contained in a circle centre the origin and radius $\|T\|$.

## Lemma 6.37

If $\mathcal{H}$ is a complex Hilbert space and $T \in B(\mathcal{H})$ then $\sigma\left(T^{*}\right)=\{\bar{\lambda}: \lambda \in \sigma(T)\}$.

## Proof

If $\lambda \notin \sigma(T)$ then $T-\lambda I$ is invertible and so $(T-\lambda I)^{*}=T^{*}-\bar{\lambda} I$ is invertible by Lemma 6.14. Hence $\bar{\lambda} \notin \sigma\left(T^{*}\right)$. A similar argument with $T^{*}$ in place of $T$ shows that if $\bar{\lambda} \notin \sigma\left(T^{*}\right)$ then $\lambda \notin \sigma(T)$. Therefore $\sigma\left(T^{*}\right)=\{\bar{\lambda}: \lambda \in \sigma(T)\}$.

With these results we can now find the spectrum of the unilateral shift.

## Example 6.38

If $S: \ell^{2} \rightarrow \ell^{2}$ is the unilateral shift then:
(a) if $\lambda \in \mathbb{C}$ with $|\lambda|<1$ then $\lambda$ is an eigenvalue of $S^{*}$;
(b) $\sigma(S)=\{\lambda \in \mathbb{C}:|\lambda| \leq 1\}$.

## Solution

(a) Let $\lambda \in \mathbb{C}$ with $|\lambda|<1$. We have to find a non-zero vector $\left\{x_{n}\right\} \in \ell^{2}$ such that $S^{*}\left(\left\{x_{n}\right\}\right)=\lambda\left\{x_{n}\right\}$. As $S^{*}\left(x_{1}, x_{2}, x_{3}, \ldots\right)=\left(x_{2}, x_{3}, x_{4}, \ldots\right)$ by Example 6.6, this means that we need to find a non-zero $\left\{x_{n}\right\} \in \ell^{2}$ such that

$$
\left(x_{2}, x_{3}, x_{4}, \ldots\right)=\left(\lambda x_{1}, \lambda x_{2}, \lambda x_{3}, \ldots\right),
$$

that is, $x_{n+1}=\lambda x_{n}$ for all $n \in \mathbb{N}$. One solution to this set of equations is $\left\{x_{n}\right\}=\left\{\lambda^{n-1}\right\}$ which is non-zero. Moreover, as $|\lambda|<1$,

$$
\sum_{n=1}^{\infty}\left|x_{n}\right|^{2}=\sum_{n=0}^{\infty}\left|\lambda^{n}\right|^{2}=\sum_{n=0}^{\infty}|\lambda|^{2 n}<\infty
$$

and so $\left\{x_{n}\right\} \in \ell^{2}$. Thus $S^{*}\left(\left\{x_{n}\right\}\right)=\lambda\left\{x_{n}\right\}$ and so $\lambda$ is an eigenvalue of $S^{*}$ with eigenvector $\left\{x_{n}\right\}$.
(b) We have $\{\lambda \in \mathbb{C}:|\lambda|<1\} \subseteq \sigma\left(S^{*}\right)$ by part (a) and Lemma 6.34. Thus $\{\bar{\lambda} \in \mathbb{C}:|\lambda|<1\} \subseteq \sigma(S)$, by Lemma 6.37. However, from elementary geometry

$$
\{\bar{\lambda} \in \mathbb{C}:|\lambda|<1\}=\{\lambda \in \mathbb{C}:|\lambda|<1\}
$$

and so $\{\lambda \in \mathbb{C}:|\lambda|<1\} \subseteq \sigma(S)$. As $\sigma(S)$ is closed, by Theorem 6.36,

$$
\{\lambda \in \mathbb{C}:|\lambda| \leq 1\} \subseteq \sigma(S) .
$$

On the other hand, if $|\lambda|>1$ then $\lambda \notin \sigma(S)$ by Theorem 6.36, since $\|S\|=1$. Hence $\sigma(S)=\{\lambda \in \mathbb{C}:|\lambda| \leq 1\}$.

If we know the spectrum of an operator $T$ it is possible to find the spectrum of powers of $T$ and (if $T$ is invertible) the inverse of $T$.

## Theorem 6.39

Let $\mathcal{H}$ be a complex Hilbert space and let $T \in B(\mathcal{H})$.
(a) If $p$ is a polynomial then $\sigma(p(T))=\{p(\mu): \mu \in \sigma(T)\}$.
(b) If $T$ is invertible then $\sigma\left(T^{-1}\right)=\left\{\mu^{-1}: \mu \in \sigma(T)\right\}$.

## Proof

(a) Let $\lambda \in \mathbb{C}$ and let $q(z)=\lambda-p(z)$. Then $q$ is also a polynomial, so it has a factorization of the form $q(z)=c\left(z-\mu_{1}\right)\left(z-\mu_{2}\right) \ldots\left(z-\mu_{n}\right)$, where $c, \mu_{1}, \mu_{2}, \ldots, \mu_{n} \in \mathbb{C}$ with $c \neq 0$. Hence,

$$
\begin{aligned}
\lambda \notin \sigma(p(T)) & \Longleftrightarrow \lambda I-p(T) \text { is invertible } \\
& \Longleftrightarrow q(T) \text { is invertible } \\
& \Longleftrightarrow c\left(T-\mu_{1} I\right)\left(T-\mu_{2} I\right) \ldots\left(T-\mu_{n} I\right) \text { is invertible } \\
& \Longleftrightarrow\left(T-\mu_{j} I\right) \text { is invertible for } 1 \leq j \leq n \text { by Lemma } 4.35 \\
& \Longleftrightarrow \text { no zero of } q \text { is in } \sigma(T) \\
& \Longleftrightarrow q(\mu) \neq 0 \text { for all } \mu \in \sigma(T) \\
& \Longleftrightarrow \lambda \neq p(\mu) \text { for all } \mu \in \sigma(T) .
\end{aligned}
$$

Hence $\sigma(p(T))=\{p(\mu): \mu \in \sigma(T)\}$.
(b) As $T$ is invertible, $0 \notin \sigma(T)$. Hence any element of $\sigma\left(T^{-1}\right)$ can be written as $\mu^{-1}$ for some $\mu \in \mathbb{C}$. Since

$$
\mu^{-1} I-T^{-1}=-T^{-1} \mu^{-1}(\mu I-T)
$$

and $-T^{-1} \mu^{-1}$ is invertible,

$$
\begin{aligned}
\mu^{-1} \in \sigma\left(T^{-1}\right) & \Longleftrightarrow \mu^{-1} I-T^{-1} \text { is not invertible } \\
& \Longleftrightarrow-T^{-1} \mu^{-1}(\mu I-T) \text { is not invertible } \\
& \Longleftrightarrow \mu I-T \text { is not invertible } \\
& \Longleftrightarrow \mu \in \sigma(T) .
\end{aligned}
$$

Thus $\sigma\left(T^{-1}\right)=\left\{\mu^{-1}: \mu \in \sigma(T)\right\}$.

## Notation

Let $\mathcal{H}$ be a complex Hilbert space and let $T \in B(\mathcal{H})$. If $p$ is a polynomial, we denote the set $\{p(\mu): \mu \in \sigma(T)\}$ by $p(\sigma(T))$.

As an application of Theorem 6.39 we can obtain information about the spectrum of unitary operators.

## Lemma 6.40

If $\mathcal{H}$ is a complex Hilbert space and $U \in B(\mathcal{H})$ is unitary then

$$
\sigma(U) \subseteq\{\lambda \in \mathbb{C}:|\lambda|=1\}
$$

## Proof

As $U$ is unitary, $\|U\|=1$ so $\sigma(U) \subseteq\{\lambda \in \mathbb{C}:|\lambda| \leq 1\}$, by Theorem 6.36. Also, $\sigma\left(U^{*}\right) \subseteq\{\lambda \in \mathbb{C}:|\lambda| \leq 1\}$, since $U^{*}$ is also unitary. However, $U^{*}=U^{-1}$ so

$$
\sigma(U)=\left\{\lambda^{-1}: \lambda \in \sigma\left(U^{*}\right)\right\} \subseteq\{\lambda \in \mathbb{C}:|\lambda| \geq 1\},
$$

by Theorem 6.39 , which proves the result.

An obvious question now is whether anything can be said about the spectrum of self-adjoint operators. We first introduce some notation.

## Definition 6.41

(a) Let $\mathcal{H}$ be a complex Hilbert space and let $T \in B(\mathcal{H})$.
(i) The spectral radius of $T$, denoted by $r_{\sigma}(T)$, is defined to be

$$
r_{\sigma}(T)=\sup \{|\lambda|: \lambda \in \sigma(T)\}
$$

(ii) The numerical range of $T$, denoted by $V(T)$, is defined to be

$$
V(T)=\{(T x, x):\|x\|=1\}
$$

(b) Let $A$ be a $n \times n$ matrix.
(i) The spectral radius of $A$, denoted by $r_{\sigma}(A)$, is defined to be

$$
r_{\sigma}(A)=\sup \{|\lambda|: \lambda \in \sigma(A)\}
$$

(ii) The numerical range of $A$, denoted by $V(A)$, is defined to be

$$
V(A)=\left\{(A x, x): x \in \mathbb{C}^{n} \text { and }\|x\|=1\right\} .
$$

A link between the numerical range and the spectrum for normal operators is given in Lemma 6.42.

## Lemma 6.42

If $\mathcal{H}$ is a complex Hilbert space and $T \in B(\mathcal{H})$ is normal, then $\sigma(T)$ is a subset of the closure of $V(T)$.

## Proof

Let $\lambda \in \sigma(T)$. As $T-\lambda I$ is normal by Example 6.18, there exists a sequence $\left\{x_{n}\right\}$ in $\mathcal{H}$ with $\left\|x_{n}\right\|=1$ for all $n \in \mathbb{N}$ and $\lim _{n \rightarrow \infty}\left\|(T-\lambda I) x_{n}\right\|=0$ by Corollary 6.20. Hence

$$
\lim _{n \rightarrow \infty}\left((T-\lambda I) x_{n}, x_{n}\right)=0
$$

by the Cauchy-Schwarz inequality. Thus

$$
\lim _{n \rightarrow \infty}\left(T x_{n}, x_{n}\right)-\lambda\left(x_{n}, x_{n}\right)=0
$$

However, $\left(x_{n}, x_{n}\right)=1$ for all $n \in \mathbb{N}$ and so

$$
\lim _{n \rightarrow \infty}\left(T x_{n}, x_{n}\right)=\lambda
$$

Therefore $\lambda$ is in the closure of $V(T)$.

Since it is relatively easy to find the numerical range for self-adjoint operators, we can use Lemma 6.42 to get information about the spectrum of self-adjoint operators.

## Theorem 6.43

Let $\mathcal{H}$ be a complex Hilbert space and let $S \in B(\mathcal{H})$ be self-adjoint.
(a) $V(S) \subseteq \mathbb{R}$.
(b) $\sigma(S) \subseteq \mathbb{R}$.
(c) At least one of $\|S\|$ or $-\|S\|$ is in $\sigma(S)$.
(d) $r_{\sigma}(S)=\sup \{|\tau|: \tau \in V(S)\}=\|S\|$.
(e) $\inf \{\lambda: \lambda \in \sigma(S)\} \leq \mu \leq \sup \{\lambda: \lambda \in \sigma(S)\}$ for all $\mu \in V(S)$.

## Proof

(a) As $S$ is self-adjoint,

$$
(S x, x)=(x, S x)=\overline{(S x, x)},
$$

for all $x \in \mathcal{H}$. Hence $(S x, x) \subseteq \mathbb{R}$ for all $x \in \mathcal{H}$ and so $V(S) \subseteq \mathbb{R}$.
(b) $\sigma(S)$ is contained in the closure of $V(S)$ by Lemma 6.42 and so is a subset of $\mathbb{R}$ by part (a).
(c) This is true if $S=0$, so by working with $\|S\|^{-1} S$ if necessary we may assume that $\|S\|=1$. From the definition of the norm of $S$, there exists a sequence $\left\{x_{n}\right\}$ in $\mathcal{H}$ such that $\left\|x_{n}\right\|=1$ and $\lim _{n \rightarrow \infty}\left\|S x_{n}\right\|=1$. Then

$$
\begin{aligned}
\left\|\left(I-S^{2}\right) x_{n}\right\|^{2} & =\left(\left(I-S^{2}\right) x_{n},\left(I-S^{2}\right) x_{n}\right) \\
& =\left\|x_{n}\right\|^{2}+\left\|S^{2} x_{n}\right\|^{2}-2\left(S^{2} x_{n}, x_{n}\right) \\
& \leq 2-2\left(S x_{n}, S x_{n}\right) \\
& =2-2\left\|S x_{n}\right\|^{2},
\end{aligned}
$$

so $\lim _{n \rightarrow \infty}\left\|\left(I-S^{2}\right) x_{n}\right\|^{2}=0$ and hence $1 \in \sigma\left(S^{2}\right)$. Thus $1 \in(\sigma(S))^{2}$ by Theorem 6.39 and hence either 1 or -1 is in $\sigma(S)$ as required.
(d) By (c), Lemma 6.42 and the Cauchy-Schwarz inequality,

$$
\|S\| \leq r_{\sigma}(S) \leq \sup \{|\tau|: \tau \in V(S)\} \leq\|S\|
$$

Hence each of these inequalities is an equality.
(e) Let $\alpha=\inf \{\lambda: \lambda \in \sigma(S)\}$ and $\beta=\sup \{\lambda: \lambda \in \sigma(S)\}$. Let $\lambda \in V(S)$, so that there exists $y \in \mathcal{H}$ with $\|y\|=1$ and $\lambda=(S y, y)$.
Suppose that $\lambda<\alpha$. Then $\beta I-S$ has spectrum $\beta-\sigma(S)$ by Theorem 6.39, and so lies in $[0, \beta-\alpha]$. Thus $r_{\sigma}(\beta I-S) \leq \beta-\alpha$. However,

$$
((\beta I-S) y, y)=\beta(y, y)-(S y, y)=\beta-\lambda>\beta-\alpha
$$

This contradicts part (d) applied to the self-adjoint operator $\beta I-S$.
Suppose that $\lambda>\beta$. Then $S-\alpha I$ has spectrum $\sigma(S)-\alpha$ by Theorem 6.39 and so lies in $[0, \beta-\alpha]$. Thus $r_{\sigma}(S-\alpha I) \leq \beta-\alpha$. However,

$$
((S-\alpha I) y, y)=(S y, y)-\alpha(y, y)=\lambda-\alpha>\beta-\alpha
$$

This contradicts part (d) applied to the self-adjoint operator $S-\alpha I$. Therefore $\lambda \in[\alpha, \beta]$.

It is possible to use Theorem 6.43 to find the norm of a matrix $A$.

## Corollary 6.44

(a) If $A$ is a self-adjoint matrix with eigenvalues $\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right\}$, then

$$
\|A\|=\max \left\{\left|\lambda_{1}\right|,\left|\lambda_{2}\right|, \ldots,\left|\lambda_{n}\right|\right\}
$$

(b) If $B$ is a square matrix then $B^{*} B$ is self-adjoint and $\|B\|^{2}=\left\|B^{*} B\right\|$.

## Proof

(a) $\|A\|=r_{\sigma}(A)=\max \left\{\left|\lambda_{1}\right|,\left|\lambda_{2}\right|, \ldots,\left|\lambda_{n}\right|\right\}$ by Theorem 6.43 , since $\sigma(A)$ consists only of eigenvalues.
(b) This follows from Theorem 6.10 and Lemma 6.26.

Another consequence of Theorem 6.43 is that the spectrum of a self-adjoint operator is non-empty. Using completely different techniques, it can be shown that the spectrum of any bounded linear operator is non-empty but as we shall not use this result we shall not give further details.

## EXERCISES

6.16 Let $T \in B\left(\ell^{2}\right)$ be defined by

$$
T\left(x_{1}, x_{2}, x_{3}, x_{4}, \ldots\right)=\left(x_{1},-x_{2}, x_{3},-x_{4}, \ldots\right)
$$

(a) Show that 1 and -1 are eigenvalues of $T$ with eigenvectors $(1,0,0, \ldots)$ and $(0,1,0,0, \ldots)$ respectively.
(b) Find $T^{2}$ and hence show that $\sigma(T)=\{-1,1\}$.
6.17 Let $S \in B\left(\ell^{2}\right)$ be the unilateral shift. Show that $S^{*} S=I$ but that 0 is an eigenvalue of $S S^{*}$.
6.18 Let $c=\left\{c_{n}\right\} \in \ell^{\infty}$ and let $T_{c} \in B\left(\ell^{2}\right)$ be the bounded operator defined by $T_{c}\left(\left\{x_{n}\right\}\right)=\left\{c_{n} x_{n}\right\}$.
(a) Let $c_{m} \in\left\{c_{n}: n \in \mathbb{N}\right\}$ and let $\left\{\widetilde{e}_{n}\right\}$ be the sequence in $\ell^{2}$ given in Definition 1.60. Show that $c_{m}$ is an eigenvalue of $T_{c}$ with eigenvector $\widetilde{e}_{m}$.
(b) Show that $\left\{c_{n}: n \in \mathbb{N}\right\}^{-} \subseteq \sigma\left(T_{c}\right)$.
6.19 Let $T \in B\left(\ell^{2}\right)$ be the operator defined in Exercise 6.2.
(a) Find $\left(T^{*}\right)^{2}$ and show that if $|\mu|<4$ then $\mu$ is an eigenvalue of $\left(T^{*}\right)^{2}$.
(b) Show that $\sigma(T)=\{\lambda \in \mathbf{C}:|\lambda| \leq 2\}$.
6.20 Find the norms of (a) $A=\left[\begin{array}{ll}1 & 1 \\ 1 & 2\end{array}\right] ; \quad$ (b) $B=\left[\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right]$.
6.21 Let $\mathcal{H}$ be a complex Hilbert space and let $S \in B(\mathcal{H})$ be self-adjoint. Show that $S^{n}$ is self-adjoint for any $n \in \mathbb{N}$ and deduce that $\left\|S^{n}\right\|=$ $\|S\|^{n}$.
6.22 Let $\mathcal{H}$ be a complex Hilbert space and let $S \in B(\mathcal{H})$ be self-adjoint. If $\sigma(S)$ contains exactly one point $\lambda$, show that $S=\lambda I$.
6.23 Give an example of a operator $T \in B\left(\ell^{2}\right)$ such that $T \neq 0$ but $\sigma(T)=\{0\}$.

### 6.4 Positive Operators and Projections

If $\mathcal{H}$ is a complex Hilbert space and $S \in B(\mathcal{H})$ is self-adjoint the conditions
(a) $\sigma(S) \subseteq[0, \infty)$,
(b) $(S x, x) \geq 0$ for all $x \in \mathcal{H}$,
are equivalent, by Theorem 6.43. In the final section of this chapter we investigate the self-adjoint operators which satisfy either of these two conditions in more detail.

## Definition 6.45

(a) Let $\mathcal{H}$ be a complex Hilbert space and let $S \in B(\mathcal{H}) . S$ is positive if it is self-adjoint and

$$
(S x, x) \geq 0 \text { for all } x \in \mathcal{H}
$$

(b) If $A$ is a self-adjoint, $n \times n$ matrix then $A$ is positive if

$$
(A x, x) \geq 0 \text { for all } x \in \mathbb{C}^{n} .
$$

By the remarks before Definition 6.45 there is an equivalent characterization of positive operators and matrices.

## Lemma 6.46

(a) If $\mathcal{H}$ is a complex Hilbert space and $S \in B(\mathcal{H})$ is self-adjoint then $S$ is positive if and only if $\sigma(S) \subseteq[0, \infty)$.
(b) If $A$ is a self-adjoint, $n \times n$ matrix then $A$ is positive if and only if $\sigma(A) \subseteq$ $[0, \infty)$.

The characterization of positivity for matrices given in Lemma 6.46 is usually easier to check than the definition since, for matrices, the spectrum just consists of eigenvalues. Therefore it is quite easy to check whether a self-adjoint matrix is positive. It is not much harder to find examples of positive operators.

## Example 6.47

Let $\mathcal{H}$ be a complex Hilbert space, let $R, S \in B(\mathcal{H})$ be positive, let $T \in B(\mathcal{H})$ and let $\alpha$ be a positive real number.
(a) 0 and $I$ are positive operators.
(b) $T^{*} T$ is positive.
(c) $R+S$ and $\alpha S$ are positive.

## Solution

(a) $I$ is self-adjoint by Example 6.23 and it is easy to show that 0 is self-adjoint. If $x \in \mathcal{H}$ then

$$
(I x, x)=(x, x) \geq 0 \text { and }(0 x, x)=(0, x)=0 .
$$

Hence 0 and $I$ are positive.
(b) $T T^{*}$ is self-adjoint by Lemma 6.26. If $x \in \mathcal{H}$ then

$$
\left(T^{*} T x, x\right)=(T x, T x) \geq 0
$$

Hence $T^{*} T$ is positive.
(c) $R+S$ and $\alpha S$ are self-adjoint by Lemma 6.25. If $x \in \mathcal{H}$ then

$$
((R+S) x, x)=(R x, x)+(S x, x) \geq 0
$$

and

$$
((\alpha S) x, x)=\alpha(S x, x) \geq 0
$$

Hence $R+S$ and $\alpha S$ are positive.

Associated with the positive real numbers there is the idea of an ordering of the real numbers. From the definition of positive operators there is a corresponding idea of ordering of self-adjoint operators.

## Notation

Let $\mathcal{H}$ be a complex Hilbert space, let $R, S, T \in B(\mathcal{H})$ be self-adjoint.
(a) If $S$ is positive we write $S \geq 0$ or $0 \leq S$.
(b) More generally, if $T-R$ is positive we write $T \geq R$ or $R \leq T$.

Unlike the order in the real numbers, the ordering of self-adjoint operators is only a partial ordering, that is, there are non-zero self-adjoint operators which are neither positive nor negative. We give a matrix example of this.

## Example 6.48

If $A=\left[\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right]$ then neither $A$ nor $-A$ is positive.

## Solution

$A$ is self-adjoint with eigenvalues $\pm 1$. Therefore $\sigma(A)=\{1,-1\}$ and so neither $A$ nor $-A$ is positive.

One of the simplest types of positive operator is described in the following definition. Recall that projection operators were defined in Definition 5.59.

## Definition 6.49

Let $\mathcal{H}$ be a complex Hilbert space. An orthogonal projection on $\mathcal{H}$ is an operator $P \in B(\mathcal{H})$ such that

$$
P=P^{*}=P^{2} .
$$

In other words, an orthogonal projection is a bounded, self-adjoint projection. Thus, this concept only makes sense in Hilbert space. The reason for the terminology "orthogonal projection" should be rather more apparent after Example 6.50 and Theorem 6.51. General projections, as in Definition 5.59, are useful in normed or Banach spaces, but in the Hilbert space context orthogonal projections are the most useful projections. In fact, in the Hilbert space context, "projection" is often used to mean "orthogonal projection", but to avoid ambiguity we will continue to use the latter terminology.

We note that if $P$ is an orthogonal projection then it is in fact positive, since it is self-adjoint, by definition, and $(P x, x)=\left(P^{2} x, x\right)=(P x, P x) \geq 0$ for all $x \in \mathcal{H}$.

At first sight there may appear to be only two orthogonal projections on any given Hilbert space $\mathcal{H}$, namely 0 and $I$. However, there are others.

## Example 6.50

Let $P: \mathbb{C}^{3} \rightarrow \mathbb{C}^{3}$ be the linear transformation defined by $P(x, y, z)=(x, y, 0)$, for all $(x, y, z) \in \mathbb{C}^{3}$. Then $P$ is an orthogonal projection.

## Solution

Since $\mathbb{C}^{3}$ is finite-dimensional $P \in B\left(\mathbb{C}^{3}\right)$, and clearly $P^{2}=P$. It follows from

$$
(P(x, y, z),(u, v, w))=x \bar{u}+y \bar{v}=((x, y, z), P(u, v, w))
$$

that $P$ is also self-adjoint. Hence $P$ is an orthogonal projection.
The orthogonal projection $P$ in Example 6.50 has $\operatorname{Im}(P)=\{(x, y, 0): x, y \in$ $\mathbb{C}\}$, and $P$ "projects" vectors "vertically downwards", or "orthogonally", onto this subspace, as shown in Figure 6.1 (where we only draw the action of $P$ on $\mathbb{R}^{3}$, as we cannot draw $\mathbb{C}^{3}$ ).

The orthogonal projection $P$ in Example 6.50 has the matrix representation

$$
\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right]
$$



Fig. 6.1. The action of the orthogonal projection $P$ in Example 6.50 (in $\mathbb{R}^{3}$ )

More generally, any $n \times n$ diagonal matrix whose diagonal elements are either 0 or 1 is the matrix of an orthogonal projection in $B\left(\mathbb{C}^{n}\right)$.

One of the reasons why orthogonal projections are important is the link between closed linear subspaces of a Hilbert space $\mathcal{H}$ and orthogonal projections in $B(\mathcal{H})$ which we prove in the following theorem (recall that we discussed the link between closed subspaces of Banach spaces and general projections in Section 5.6). In the course of the proof it may be helpful to keep in mind the action of the orthogonal projection $P$ in Example 6.50.

## Theorem 6.51

Let $\mathcal{H}$ be a complex Hilbert space.
(a) If $\mathcal{M}$ is a closed linear subspace of $\mathcal{H}$ there is an orthogonal projection $P_{\mathcal{M}} \in B(\mathcal{H})$ with range $\mathcal{M}$, kernel $\mathcal{M}^{\perp}$ and $\left\|P_{\mathcal{M}}\right\| \leq 1$.
(b) If $Q$ is an orthogonal projection in $B(\mathcal{H})$ then $\operatorname{Im} \mathrm{Q}$ is a closed linear subspace and $Q=P_{\operatorname{Im} Q}$.

## Proof

(a) If $x \in \mathcal{H}$ and $x=y+z$ where $y \in \mathcal{M}$ and $z \in \mathcal{M}^{\perp}$ is the orthogonal decomposition, let $P_{\mathcal{M}}: \mathcal{H} \rightarrow \mathcal{H}$ be defined by $P_{\mathcal{M}}(x)=y$. We aim to show that $P_{\mathcal{M}}$ is an orthogonal projection and the first step is to show that $P_{\mathcal{M}}$ is a linear transformation. Let $x_{1}, x_{2} \in \mathcal{H}$, with orthogonal decompositions $x_{1}=y_{1}+z_{1}$ and $x_{2}=y_{2}+z_{2}$, where $y_{1}, y_{2} \in \mathcal{M}$ and $z_{1}, z_{2} \in \mathcal{M}^{\perp}$ and let $\lambda, \mu \in \mathbb{C}$. Then as $\mathcal{M}$ and $\mathcal{M}^{\perp}$ are linear subspaces, $\lambda y_{1}+\mu y_{2} \in \mathcal{M}$ and $\lambda z_{1}+\mu z_{2} \in \mathcal{M}^{\perp}$ so, by uniqueness, the orthogonal decomposition of $\lambda x_{1}+\mu x_{2}$ is $\left(\lambda y_{1}+\mu y_{2}\right)+\left(\lambda z_{1}+\mu z_{2}\right)$. Hence

$$
P_{\mathcal{M}}\left(\lambda x_{1}+\mu x_{2}\right)=\lambda y_{1}+\mu y_{2}=\lambda P_{\mathcal{M}} x_{1}+\mu P_{\mathcal{M}} x_{2} .
$$

Therefore $P_{\mathcal{M}}$ is a linear transformation.
Next we show that $P_{\mathcal{M}}$ is bounded and self-adjoint. As

$$
\left\|P_{\mathcal{M}} x\right\|^{2}=\|y\|^{2} \leq\|x\|^{2}
$$

$P_{\mathcal{M}}$ is bounded and $\left\|P_{\mathcal{M}}\right\| \leq 1$. Also

$$
\left(P_{\mathcal{M}} x_{1}, x_{2}\right)=\left(y_{1}, y_{2}+z_{2}\right)=\left(y_{1}, y_{2}\right),
$$

since $z_{2} \in \mathcal{M}^{\perp}$ and $y_{1} \in \mathcal{M}$, and

$$
\left(x_{1}, P_{\mathcal{M}} x_{2}\right)=\left(y_{1}+z_{1}, y_{2}\right)=\left(y_{1}, y_{2}\right)
$$

since $z_{1} \in \mathcal{M}^{\perp}$ and $y_{2} \in \mathcal{M}$. Hence

$$
\left(P_{\mathcal{M}} x_{1}, x_{2}\right)=\left(x_{1}, P_{\mathcal{M}} x_{2}\right)
$$

and so $P_{\mathcal{M}}$ is self-adjoint.
Finally, we check that $P_{\mathcal{M}}$ is an orthogonal projection with range $\mathcal{M}$ and kernel $\mathcal{M}^{\perp}$. If $w \in \mathcal{M}$, the orthogonal decomposition of $w$ is $w=w+0$, so $P_{\mathcal{M}} w=w$. Hence $\mathcal{M} \subseteq \operatorname{Im} P_{\mathcal{M}}$. However, $\operatorname{Im} P_{\mathcal{M}} \subseteq \mathcal{M}$ by the definition of $P_{\mathcal{M}}$. Thus $\operatorname{Im} P_{\mathcal{M}}=\mathcal{M}$. Also, for all $x \in \mathcal{H}$,

$$
\left(P_{\mathcal{M}}\right)^{2}(x)=P_{\mathcal{M}}\left(P_{\mathcal{M}} x\right)=P_{\mathcal{M}} y=y=P_{\mathcal{M}}(x)
$$

since $y \in \mathcal{M}$ and so $\left(P_{\mathcal{M}}\right)^{2}=P_{\mathcal{M}}$. Therefore $P_{\mathcal{M}}$ is an orthogonal projection. Also, by Lemma 6.11 we have

$$
\text { Ker } P_{\mathcal{M}}=\left(\operatorname{Im} P_{\mathcal{M}}^{*}\right)^{\perp}=\left(\operatorname{Im} P_{\mathcal{M}}\right)^{\perp}=\mathcal{M}^{\perp}
$$

(b) Let $\mathcal{L}=\operatorname{Im} Q$. As $Q$ is a linear transformation, $\mathcal{L}$ is a linear subspace. To show that $\mathcal{L}$ is closed, let $\left\{y_{n}\right\}$ be a sequence in $\mathcal{L}$ which converges to $y \in \mathcal{H}$. As $y_{n} \in \operatorname{Im} Q$ there exists $x_{n} \in \mathcal{H}$ such that $y_{n}=Q\left(x_{n}\right)$ for all $n \in \mathbb{N}$. Hence

$$
\begin{aligned}
y & =\lim _{n \rightarrow \infty} Q x_{n} & & \\
& =\lim _{n \rightarrow \infty} Q^{2} x_{n} & & \text { since } Q^{2}=Q \\
& =Q\left(\lim _{n \rightarrow \infty} Q x_{n}\right) & & \text { since } Q \text { is continuous } \\
& =Q y \in \operatorname{Im} Q, & &
\end{aligned}
$$

and so $\mathcal{L}$ is closed.
If $v \in \mathcal{L}$ then $v=Q x$ for some $x \in \mathcal{H}$ so $Q v=Q^{2} x=Q x=v$ as $Q^{2}=Q$. If $w \in \mathcal{L}^{\perp}$ then as $Q$ is self-adjoint and $Q^{2} w \in \mathcal{L}$,

$$
\|Q w\|^{2}=(Q w, Q w)=\left(w, Q^{2} w\right)=0
$$

so $Q w=0$. Hence, if $x \in \mathcal{H}$ and $x=v+w$, where $v \in \mathcal{L}$ and $w \in \mathcal{L}^{\perp}$, we have $x=Q v+w$ so

$$
P_{\mathcal{L}} x=Q v=Q x
$$

as $Q w=0$. Hence $Q=P_{\operatorname{Im} Q}$.

To emphasize the manner in which the orthogonal projection is constructed in Theorem 6.51 the following terminology is sometimes used.

## Notation

Let $\mathcal{H}$ be a complex Hilbert space and let $\mathcal{M}$ be a closed linear subspace of $\mathcal{H}$. The orthogonal projection $P_{\mathcal{M}} \in B(\mathcal{H})$ with range $\mathcal{M}$ and kernel $\mathcal{M}^{\perp}$ constructed in Theorem 6.51 is called the orthogonal projection of $\mathcal{H}$ onto $\mathcal{M}$.

The orthogonal projection $P$ considered in Example 6.50 is the orthogonal projection onto the subspace $\{(x, y, 0): x, y \in \mathbb{C}\}$.

In the proof of Theorem 6.51, we showed that if $\mathcal{H}$ is a complex Hilbert space, $\mathcal{M}$ is a closed linear subspace of $\mathcal{H}$ and $P_{\mathcal{M}}$ is the orthogonal projection of $\mathcal{H}$ onto $\mathcal{M}$, then $P_{\mathcal{M}} y=y$ for all $y \in \mathcal{M}$ while $P_{\mathcal{M}} z=0$ for all $z \in \mathcal{M}^{\perp}$.

## Lemma 6.52

If $\mathcal{H}$ is a complex Hilbert space, $\mathcal{M}$ is a closed linear subspace of $\mathcal{H}$ and $P$ is the orthogonal projection of $\mathcal{H}$ onto $\mathcal{M}$, then $I-P$ is the orthogonal projection of $\mathcal{H}$ onto $\mathcal{M}^{\perp}$.

## Proof

As $I$ and $P$ are self-adjoint so is $I-P$. Also, as $P^{2}=P$,

$$
(I-P)^{2}=I-2 P+P^{2}=I-2 P+P=I-P
$$

and so $I-P$ is an orthogonal projection. If $x \in \mathcal{H}$ and $x=y+z$ is the orthogonal decomposition of $x$, where $y \in \mathcal{M}$ and $z \in \mathcal{M}^{\perp}$, then $P(x)=y$ and so $(I-P)(x)=x-y=z$. Hence $I-P$ is the orthogonal projection of $\mathcal{H}$ onto $\mathcal{M}^{\perp}$ by Theorem 6.51.

For the orthogonal projection $P$ considered in Example 6.50, the operator $I-P$ is given by $(I-P)(x, y, z)=(0,0, z)$ and is the orthogonal projection onto the subspace $\{(0,0, z): z \in \mathbb{C}\}$, see Figure 6.1.

If the closed linear subspace $\mathcal{M}$ has an orthonormal basis then it is possible to give a formula for the orthogonal projection onto $\mathcal{M}$ in terms of this orthonormal basis. This formula is given in Corollary 6.53 whose proof is left as an exercise.

## Corollary 6.53

If $\mathcal{H}$ is a complex Hilbert space, $\mathcal{M}$ is a closed linear subspace of $\mathcal{H},\left\{e_{n}\right\}_{n=1}^{J}$ is an orthonormal basis for $\mathcal{M}$, where $J$ is a positive integer or $\infty$, and $P$ is the orthogonal projection of $\mathcal{H}$ onto $\mathcal{M}$, then

$$
P x=\sum_{n=1}^{J}\left(x, e_{n}\right) e_{n} .
$$

By definition, if $P$ is an orthogonal projection then $P=P^{2}$. If we take any other positive operator $T$ defined on some Hilbert space it raises the question whether there exists an operator $R$ (on the same space) such that $R^{2}=T$.

## Definition 6.54

(a) Let $\mathcal{H}$ be a complex Hilbert space and let $T \in B(\mathcal{H})$. A square root of $T$ is an operator $R \in B(\mathcal{H})$ such that $R^{2}=T$.
(b) Let $A$ be a $n \times n$ matrix. A square root of $A$ is a matrix $B$ such that $B^{2}=A$.

## Example 6.55

If $\lambda_{1}, \lambda_{2}$ are positive real numbers and $A=\left[\begin{array}{cc}\lambda_{1} & 0 \\ 0 & \lambda_{2}\end{array}\right], B=\left[\begin{array}{cc}\sqrt{\lambda_{1}} & 0 \\ 0 & \sqrt{\lambda_{2}}\end{array}\right]$ then $B^{2}=A$ so $B$ is a square root of $A$.

Since all complex numbers have square roots, it might be expected that all complex matrices would have square roots. However, this is not true.

## Example 6.56

If $A=\left[\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right]$ then there is no $2 \times 2$ matrix $B$ such that $B^{2}=A$.

## Solution

Let $B=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$ and suppose that $B^{2}=A$. Then multiplying out we obtain

$$
a^{2}+b c=0, \quad b(a+d)=1, \quad c(a+d)=0 \text { and } d^{2}+b c=0
$$

As $b(a+d) \neq 0$ and $c(a+d)=0$ we deduce that $c=0$. Then $a^{2}=d^{2}=0$, so $a=d=0$ which contradicts $b(a+d) \neq 0$. Hence, there is no such matrix $B$.

Even though all positive real numbers have positive square roots, in view of Example 6.56 it is perhaps surprising that all positive operators have positive square roots. Lemma 6.57 will be the key step in showing that positive operators have square roots.

## Lemma 6.57

Let $\mathcal{H}$ be a complex Hilbert space, and let $\mathcal{S}$ be the real Banach space of all self-adjoint operators in $B(\mathcal{H})$. If $S \in \mathcal{S}$ then there exists $\Phi \in B\left(C_{\mathbb{R}}(\sigma(S)), \mathcal{S}\right)$ such that:
(a) $\Phi(p)=p(S)$ whenever $p$ is a polynomial in $C_{\mathbb{R}}(\sigma(S))$;
(b) $\Phi(f g)=\Phi(f) \Phi(g)$ for all $f, g \in C_{\mathbb{R}}(\sigma(S))$.

## Proof

Let $\mathcal{P}$ be the linear subspace of $C_{\mathbb{R}}(\sigma(S))$ consisting of all polynomials. Define $\phi: \mathcal{P} \rightarrow \mathcal{S}$ by $\phi(p)=p(S)$. Then $\phi$ is a linear transformation such that $\phi(p q)=\phi(p) \phi(q)$ for all $p \in \mathcal{P}$ by Lemma 4.33. In addition, by Theorem 6.39,

$$
\begin{aligned}
\|\phi(p)\| & =\|p(S)\| \\
& =r_{\sigma}(p(S)) \quad \text { since } p(S) \text { is self-adjoint } \\
& =\sup \{|\mu|: \mu \in \sigma(p(S))\} \\
& =\sup \{|p(\lambda)|: \lambda \in \sigma(S)\} \\
& =\|p\| .
\end{aligned}
$$

Thus $\phi$ is an isometry. As $\mathcal{S}$ is a real Banach space and $\mathcal{P}$ is dense in $C_{\mathbb{R}}(\sigma(S))$ by Theorem 1.40 , there exists $\Phi \in B\left(C_{\mathbb{R}}(\sigma(S)), \mathcal{S}\right)$ such that $\Phi(p)=\phi(p)$ by Theorem 4.19. Moreover, as $\phi(p q)=\phi(p) \phi(q)$ for all $p \in \mathcal{P}$, it follows that $\Phi(f g)=\Phi(f) \Phi(g)$ for all $f, g \in C_{\mathbb{R}}(\sigma(S))$ by the density of $\mathcal{P}$ in $C_{\mathbb{R}}(\sigma(S))$ and the continuity of $\Phi$.

Lemma 6.57 perhaps looks rather technical, so we introduce the following notation to help understand what it means.

## Notation

Let $\mathcal{H}, \mathcal{S}, S$ and $\Phi$ be as in Lemma 6.57. For any $f \in C_{\mathbb{R}}(\sigma(S))$ we now denote $\Phi(f)$ by $f(S)$.

In other words, Lemma 6.57 allows us to construct "functions" of a selfadjoint operator $S$. We had previously defined $p(S)$ when $p$ is a polynomial. Lemma 6.57 extends this to $f(S)$ when $f \in C_{\mathbb{R}}(\sigma(S))$. Suppose now that $\sigma(S) \subseteq$ $[0, \infty)$ and $g: \sigma(S) \rightarrow \mathbb{R}$ is defined by $g(x)=x^{1 / 2}$. Then $g \in C_{\mathbb{R}}(\sigma(S))$ so $g(S)$ makes sense. The notation is intended to suggest that $g(S)$ is a square root of $S$ and we show that this is true in Theorem 6.58.

## Theorem 6.58

Let $\mathcal{H}$ be a complex Hilbert space, let $\mathcal{S}$ be the Banach space of all self-adjoint operators in $B(\mathcal{H})$ and let $S \in \mathcal{S}$ be positive.
(a) There exists a positive square root $R$ of $S$ which is a limit of a sequence of polynomials in $S$.
(b) If $Q$ is any positive square root of $S$ then $R=Q$.

## Proof

(a) Let $\mathcal{P}$ be the linear subspace of $C_{\mathbb{R}}(\sigma(S))$ consisting of all polynomials. As $S$ is positive, $\sigma(S) \subseteq[0, \infty)$. Hence $f: \sigma(S) \rightarrow \mathbb{R}$ and $g: \sigma(S) \rightarrow \mathbb{R}$ and $j: \sigma(S) \rightarrow \mathbb{R}$ defined by

$$
f(x)=x^{1 / 4}, \quad g(x)=x^{1 / 2} \quad \text { and } \quad j(x)=x
$$

are in $C_{\mathbb{R}}(\sigma(S))$. Let $R=g(S)$ and $T=f(S)$ so $R$ and $T$ are self-adjoint. The set $\mathcal{P}$ is dense in $C_{\mathbb{R}}(\sigma(S))$, by Theorem 1.40. In particular, $g$ is a limit of a sequence of polynomials, and so $R$ is a limit of a sequence of polynomials in $S$. Also, by Lemma 6.57,

$$
R^{2}=(g(S))^{2}=g^{2}(S)=j(S)=S
$$

so $R$ is a square root of $S$ and

$$
T^{2}=(f(S))^{2}=f^{2}(S)=g(S)=R
$$

so $R$ is positive.
(b) As

$$
Q S=Q Q^{2}=Q^{2} Q=S Q
$$

if $p$ is any polynomial then $Q p(S)=p(S) Q$ and so, as $R$ is a limit of a sequence of polynomials in $S$,

$$
Q R=R Q
$$

As $Q$ is positive, $Q$ has a positive square root $P$ by part (a). Let $x \in \mathcal{H}$ and let $y=(R-Q) x$. As $R^{2}=Q^{2}=S$,

$$
\begin{aligned}
\|T y\|^{2}+\|P y\|^{2} & =\left(T^{2} y, y\right)+\left(P^{2} y, y\right) \\
& =((R+Q) y, y) \\
& =((R+Q)(R-Q) x, y) \\
& =\left(\left(R^{2}-Q^{2}\right) x, y\right) \\
& =0 .
\end{aligned}
$$

Hence $T y=P y=0$ and so $T^{2} y=P^{2} y=0$. Therefore $R y=Q y=0$ and so

$$
\|(R-Q) x\|^{2}=\left((R-Q)^{2} x, x\right)=((R-Q) y, x)=0 .
$$

Thus $R=Q$.

## Notation

Let $\mathcal{H}$ be a complex Hilbert space and let $S \in B(\mathcal{H})$ be positive. The unique positive square root of $S$ constructed in Theorem 6.58 will be denoted by $S^{1 / 2}$. Similarly, the unique positive square root of a positive matrix $A$ will be denoted by $A^{1 / 2}$.

In Example 6.55 we showed how to find the square root of a diagonal $2 \times 2$ matrix and the same method extends to any diagonal $n \times n$ matrix. Hence, if $P$ is any positive matrix and $U$ is a unitary matrix such that $U^{*} P U$ is a diagonal matrix $D$ then $P^{1 / 2}=U D^{1 / 2} U^{*}$.

There is an alternative method for computing square roots which follows the construction of the square root more closely. We illustrate this for $2 \times 2$ positive matrices with distinct eigenvalues. Let $A$ be any positive matrix which has distinct eigenvalues $\lambda_{1}$ and $\lambda_{2}$ and let

$$
p(x)=\frac{x+\sqrt{\lambda_{1} \lambda_{2}}}{\sqrt{\lambda_{1}}+\sqrt{\lambda_{2}}}
$$

Then $p$ is a polynomial of degree one such that $p\left(\lambda_{1}\right)=\sqrt{\lambda_{1}}$ and $p\left(\lambda_{2}\right)=\sqrt{\lambda_{2}}$. Therefore $p(x)=\sqrt{x}$ for all $x \in \sigma(S)$. By the construction of the square root $A^{1 / 2}=p(A)$ and it is possible to check this by computing $p(A)^{2}$. By the Cayley-Hamilton theorem, $A^{2}=\left(\lambda_{1}+\lambda_{2}\right) A-\left(\lambda_{1} \lambda_{2}\right) I$ so

$$
(p(A))^{2}=\left(\frac{A+\sqrt{\lambda_{1} \lambda_{2}} I}{\sqrt{\lambda_{1}}+\sqrt{\lambda_{2}}}\right)^{2}=\frac{A^{2}+2 \sqrt{\lambda_{1} \lambda_{2}} A+\lambda_{1} \lambda_{2} I}{\left(\sqrt{\lambda_{1}}+\sqrt{\lambda_{2}}\right)^{2}}=A
$$

It is perhaps fitting that our final result in this chapter should illustrate the analogy between operators on a Hilbert space and the complex numbers so well that it even has the same name as the corresponding result for complex numbers. If $z \in \mathbb{C}$ is invertible then $(\bar{z} z)^{1 / 2}$, the modulus of $z$, is positive and $\left|z\left((\bar{z} z)^{1 / 2}\right)^{-1}\right|=1$ so $z\left((\bar{z} z)^{1 / 2}\right)^{-1}=e^{i \theta}$ for some $\theta \in \mathbb{R}$ with $-\pi<\theta \leq \pi$. The polar form of the complex number $z$ is $e^{i \theta}(\bar{z} z)^{1 / 2}$. A similar decomposition occurs for invertible operators on a Hilbert space, but this time the factors are a unitary and a positive operator.

## Theorem 6.59

Let $\mathcal{H}$ be a complex Hilbert space and let $T \in B(\mathcal{H})$ be invertible. Then $T=U R$, where $U$ is unitary and $R$ is positive.

## Proof

As $T$ is invertible so is $T^{*}$ and $T^{*} T$. Now, $T^{*} T$ is positive by Example 6.47 so $T^{*} T$ has a positive square root $R=\left(T^{*} T\right)^{1 / 2}$ by Theorem 6.58. As $T^{*} T$ is invertible so is $R$ by Theorem 6.39. Let $U=T R^{-1}$. Then $U$ is invertible and so the range of $U$ is $\mathcal{H}$. Also,

$$
U^{*} U=\left(R^{-1}\right)^{*} T^{*} T R^{-1}=R^{-1} R^{2} R^{-1}=I
$$

and so $U$ is a unitary by Theorem 6.30.

## Notation

(a) Let $\mathcal{H}$ be a complex Hilbert space, let $T \in B(\mathcal{H})$ be invertible. The decomposition $T=U R$, where $U$ is unitary and $R$ is positive, given in Theorem 6.59 is called the polar decomposition of $T$.
(b) If $A$ is an invertible matrix, the corresponding decomposition $A=B C$, where $B$ is a unitary matrix and $C$ is a positive matrix, is called the polar decomposition of $A$.

The proof of Theorem 6.59 indicates the steps required to produce the polar decomposition of an invertible operator. An example to find the polar decomposition of an invertible matrix is given in the exercises.

## EXERCISES

6.24 Let $\mathcal{H}$ be a complex Hilbert space and $A \in B(\mathcal{H})$ be invertible and positive. Show that $A^{-1}$ is positive.
6.25 Prove Corollary 6.53.
6.26 Let $\mathcal{H}$ be a complex Hilbert space and let $P \in B(\mathcal{H})$ be such that $P^{2}=P$. By considering $S^{2}$ where $S=2 P-I$, show that $\sigma(P) \subseteq$ $\{0,1\}$.
6.27 Let $\mathcal{H}$ be a complex Hilbert space and let $P, Q \in B(\mathcal{H})$ be orthogonal projections.
(a) If $P Q=Q P$, show that $P Q$ is an orthogonal projection.
(b) Show that $\operatorname{Im} P$ is orthogonal to $\operatorname{Im} Q$ if and only if $P Q=0$.
6.28 Let $\mathcal{H}$ be a complex Hilbert space and let $P, Q \in B(\mathcal{H})$ be orthogonal projections. Show that the following are equivalent.
(a) $\operatorname{Im} P \subseteq \operatorname{Im} Q$;
(b) $Q P=P$;
(c) $P Q=P$;
(d) $\|P x\| \leq\|Q x\|$ for all $x \in \mathcal{H}$;
(e) $P \leq Q$.
6.29 Let $\mathcal{H}$ be a complex Hilbert space and let $S \in B(\mathcal{H})$ be selfadjoint. If $\sigma(S)$ is the finite set $\left\{\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right\}$, show that there exist orthogonal projections $P_{1}, P_{2}, \ldots, P_{n} \in B(\mathcal{H})$ such that $P_{j} P_{k}=0$ if
$j \neq k, \quad \sum_{j=1}^{n} P_{j}=I$ and

$$
S=\sum_{j=1}^{n} \lambda_{j} P_{j}
$$

6.30 Let $\mathcal{H}$ be a complex Hilbert space and let $S \in B(\mathcal{H})$ be self-adjoint with $\|S\| \leq 1$
(a) Show that $I-S^{2}$ is positive.
(b) Show that the operators $S \pm i\left(I-S^{2}\right)^{1 / 2}$ are unitary.
6.31 (a) Find the positive square root of $A=\left[\begin{array}{cc}5 & -4 \\ -4 & 5\end{array}\right]$.
(b) Find the polar decomposition of $B=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}2-i & 2 i-1 \\ 2+i & -1-2 i\end{array}\right]$.

## Compact Operators

### 7.1 Compact Operators

Linear algebra tells us a great deal about the properties of operators between finite-dimensional spaces, and about their spectrum. In general, the situation is considerably more complicated in infinite-dimensional spaces, as we have already seen. However, there is a class of operators in infinite dimensions for which a great deal of the finite-dimensional theory remains valid. This is the class of compact operators. In this chapter we will describe the principal spectral properties of general compact operators on Hilbert spaces and also the more precise results which hold for self-adjoint compact operators.

Compact operators are important not only for the well-developed theory which is available for them, but also because compact operators are encountered in very many important applications. Some of these applications will be considered in more detail in Chapter 8.

As in Chapter 6, the results in Section 7.1 have analogues for real spaces, but in Sections 7.2 and 7.3 it is necessary to use complex spaces in order to discuss the spectral theory of compact operators. Thus for simplicity we will only consider complex spaces in this chapter.

## Definition 7.1

Let $X$ and $Y$ be normed spaces. A linear transformation $T \in L(X, Y)$ is compact if, for any bounded sequence $\left\{x_{n}\right\}$ in $X$, the sequence $\left\{T x_{n}\right\}$ in $Y$ contains a
convergent subsequence. The set of compact transformations in $L(X, Y)$ will be denoted by $K(X, Y)$.

## Theorem 7.2

Let $X$ and $Y$ be normed spaces and let $T \in K(X, Y)$. Then $T$ is bounded. Thus, $K(X, Y) \subset B(X, Y)$.

## Proof

Suppose that $T$ is not bounded. Then for each integer $n \geq 1$ there exists a unit vector $x_{n}$ such that $\left\|T x_{n}\right\| \geq n$. Since the sequence $\left\{x_{n}\right\}$ is bounded, by the compactness of $T$ there exists a subsequence $\left\{T x_{n(r)}\right\}$ which converges. But this contradicts $\left\|T x_{n(r)}\right\| \geq n(r)$, so $T$ must be bounded.

We now prove some simple algebraic properties of compact operators.

## Theorem 7.3

Let $X, Y, Z$ be normed spaces.
(a) If $S, T \in K(X, Y)$ and $\alpha, \beta \in \mathbb{C}$ then $\alpha S+\beta T$ is compact. Thus $K(X, Y)$ is a linear subspace of $B(X, Y)$.
(b) If $S \in B(X, Y), T \in B(Y, Z)$ and at least one of the operators $S, T$ is compact, then $T S \in B(X, Z)$ is compact.

## Proof

(a) Let $\left\{x_{n}\right\}$ be a bounded sequence in $X$. Since $S$ is compact, there is a subsequence $\left\{x_{n(r)}\right\}$ such that $\left\{S x_{n(r)}\right\}$ converges. Then, since $\left\{x_{n(r)}\right\}$ is bounded and $T$ is compact, there is a subsequence $\left\{x_{n(r(s))}\right\}$ of the sequence $\left\{x_{n(r)}\right\}$ such that $\left\{T x_{n(r(s))}\right\}$ converges. It follows that the sequence $\left\{\alpha S x_{n(r(s))}+\beta T x_{n(r(s))}\right\}$ converges. Thus $\alpha S+\beta T$ is compact.
(b) Let $\left\{x_{n}\right\}$ be a bounded sequence in $X$. If $S$ is compact then there is a subsequence $\left\{x_{n(r)}\right\}$ such that $\left\{S x_{n(r)}\right\}$ converges. Since $T$ is bounded (and so is continuous), the sequence $\left\{T S x_{n(r)}\right\}$ converges. Thus $T S$ is compact. If $S$ is bounded but not compact then the sequence $\left\{S x_{n}\right\}$ is bounded. Then since $T$ must be compact, there is a subsequence $\left\{S x_{n(r)}\right\}$ such that $\left\{T S x_{n(r)}\right\}$ converges, and again $T S$ is compact.

## Remark 7.4

It is clear from the definition of a compact operator, and the above proofs, that when dealing with compact operators we will continually be looking at subsequences $\left\{x_{n(r)}\right\}$, or even $\left\{x_{n(r(s))}\right\}$, of a sequence $\left\{x_{n}\right\}$. For notational simplicity we will often assume that the subsequence has been relabelled as $\left\{x_{n}\right\}$, and so we can omit the $r$. Note, however, that this may not be permissible if the original sequence is specified at the beginning of an argument with some particular properties, e.g., if we start with an orthonormal basis $\left\{e_{n}\right\}$ we cannot just discard elements - it would no longer be a basis!

The following theorem shows, as a particular case, that all linear operators on finite-dimensional spaces are compact (recall that if the domain of a linear operator is finite-dimensional then the operator must be bounded, see Theorem 4.9, but linear transformations with finite-dimensional range may be unbounded if their domain is infinite dimensional, see Example 4.10). Thus compact operators are a generalization of operators on finite dimensional spaces.

## Theorem 7.5

Let $X, Y$ be normed spaces and $T \in B(X, Y)$.
(a) If $T$ has finite rank then $T$ is compact.
(b) If either $\operatorname{dim} X$ or $\operatorname{dim} Y$ is finite then $T$ is compact.

## Proof

(a) Since $T$ has finite rank, the space $Z=\operatorname{Im} T$ is a finite-dimensional normed space. Furthermore, for any bounded sequence $\left\{x_{n}\right\}$ in $X$, the sequence $\left\{T x_{n}\right\}$ is bounded in $Z$, so by the Bolzano-Weierstrass theorem this sequence must contain a convergent subsequence. Hence $T$ is compact.
(b) If $\operatorname{dim} X$ is finite then $r(T) \leq \operatorname{dim} X$, so $r(T)$ is finite, while if $\operatorname{dim} Y$ is finite then clearly the dimension of $\operatorname{Im} T \subset Y$ must be finite. Thus, in either case the result follows from part (a).

The following theorem, and its corollary, shows that in infinite dimensions there are many operators which are not compact. In fact, compactness is a significantly stronger property than boundedness. This is illustrated further in parts (a) and (b) of Exercise 7.11.

## Theorem 7.6

If $X$ is an infinite-dimensional normed space then the identity operator $I$ on $X$ is not compact.

## Proof

Since $X$ is an infinite-dimensional normed space the proof of Theorem 2.26 shows there exists a sequence of unit vectors $\left\{x_{n}\right\}$ in $X$ which does not have any convergent subsequence. Hence the sequence $\left\{I x_{n}\right\}=\left\{x_{n}\right\}$ cannot have a convergent subsequence, and so the operator $I$ is not compact.

## Corollary 7.7

If $X$ is an infinite-dimensional normed space and $T \in K(X)$ then $T$ is not invertible.

## Proof

Suppose that $T$ is invertible. Then, by Theorem 7.3 , the identity operator $I=T^{-1} T$ on $X$ must be compact. But since $X$ is infinite-dimensional this contradicts Theorem 7.6.

We now introduce an equivalent characterization of compact operators and an important property of the range of such operators.

## Theorem 7.8

Let $X, Y$ be normed spaces and let $T \in L(X, Y)$.
(a) $T$ is compact if and only if, for every bounded subset $A \subset X$, the set $T(A) \subset Y$ is relatively compact.
(b) If $T$ is compact then $\operatorname{Im} T$ and $\overline{\operatorname{Im} T}$ are separable.

## Proof

(a) Suppose that $T$ is compact. Let $A \subset X$ be bounded and suppose that $\left\{y_{n}\right\}$ is an arbitrary sequence in $\overline{T(A)}$. Then for each $n \in \mathbb{N}$, there exists $x_{n} \in A$ such that $\left\|y_{n}-T x_{n}\right\|<n^{-1}$, and the sequence $\left\{x_{n}\right\}$ is bounded since $A$ is bounded. Thus, by compactness of $T$, the sequence $\left\{T x_{n}\right\}$ contains a convergent subsequence, and hence $\left\{y_{n}\right\}$ contains a convergent subsequence with limit in $\overline{T(A)}$. Since $\left\{y_{n}\right\}$ is arbitrary, this shows that $\overline{T(A)}$ is compact.

Now suppose that for every bounded subset $A \subset X$ the set $T(A) \subset Y$ is relatively compact. Then for any bounded sequence $\left\{x_{n}\right\}$ in $X$ the sequence $\left\{T x_{n}\right\}$ lies in a compact set, and hence contains a convergent subsequence. Thus $T$ is compact.
(b) For any $r \geq \mathbb{N}$, let $R_{r}=T\left(B_{r}(0)\right) \subset Y$ be the image of the ball $B_{r}(0) \subset X$. Since $T$ is compact, the set $R_{r}$ is relatively compact and so is separable, by Theorem 1.43. Furthermore, since $\operatorname{Im} T$ equals the countable union $\bigcup_{r=1}^{\infty} R_{r}$, it must also be separable. Finally, if a subset of $\operatorname{Im} T$ is dense in $\operatorname{Im} T$ then it is also dense in $\overline{\operatorname{Im} T}$ (see Exercise 7.14), so $\overline{\operatorname{Im} T}$ is separable.

Part (b) of Theorem 7.8 implies that if $T$ is compact then even if the space $X$ is "big" (not separable) the range of $T$ is "small" (separable). In a sense, this is the reason why the theory of compact operators has many similarities with that of operators on finite-dimensional spaces.

We now consider how to prove that a given operator is compact. The following theorem, which shows that the limit of a sequence of compact operators in $B(X, Y)$ is compact, will provide us with a very powerful method of doing this.

## Theorem 7.9

If $X$ is a normed space, $Y$ is a Banach space and $\left\{T_{k}\right\}$ is a sequence in $K(X, Y)$ which converges to an operator $T \in B(X, Y)$, then $T$ is compact. Thus $K(X, Y)$ is closed in $B(X, Y)$.

## Proof

Let $\left\{x_{n}\right\}$ be a bounded sequence in $X$. By compactness, there exists a subsequence of $\left\{x_{n}\right\}$, which we will label $\left\{x_{n(1, r)}\right\}\left(=\left\{x_{n(1, r)}\right\}_{r=1}^{\infty}\right)$, such that the sequence $\left\{T_{1} x_{n(1, r)}\right\}$ converges. Similarly, there exists a subsequence $\left\{x_{n(2, r)}\right\}$ of $\left\{x_{n(1, r)}\right\}$ such that $\left\{T_{2} x_{n(2, r)}\right\}$ converges. Also, $\left\{T_{1} x_{n(2, r)}\right\}$ converges since it is a subsequence of $\left\{T_{1} x_{n(1, r)}\right\}$. Repeating this process inductively, we see that for each $j \in \mathbb{N}$ there is a subsequence $\left\{x_{n(j, r)}\right\}$ with the property: for any $k \leq j$ the sequence $\left\{T_{k} x_{n(j, r)}\right\}$ converges. Letting $n(r)=n(r, r)$, for $r \in \mathbb{N}$, we obtain a single subsequence $\left\{x_{n(r)}\right\}$ with the property that, for each fixed $k \in \mathbb{N}$, the sequence $\left\{T_{k} x_{n(r)}\right\}$ converges as $r \rightarrow \infty$ (this so-called "Cantor diagonalization" type argument is necessary to obtain a single sequence which works simultaneously for all the operators $T_{k}, k \in \mathbb{N}$; see [7] for other examples of such arguments). We will now show that the sequence $\left\{T x_{n(r)}\right\}$ converges. We do this by showing that $\left\{T x_{n(r)}\right\}$ is a Cauchy sequence, and hence is convergent since $Y$ is a Banach space.

Let $\epsilon>0$ be given. Since the subsequence $\left\{x_{n(r)}\right\}$ is bounded there exists $M>0$ such that $\left\|x_{n(r)}\right\| \leq M$, for all $r \in \mathbb{N}$. Also, since $\left\|T_{k}-T\right\| \rightarrow 0$, as $k \rightarrow \infty$, there exists an integer $K \geq 1$ such that $\left\|T_{K}-T\right\|<\epsilon / 3 M$. Next, since $\left\{T_{K} x_{n(r)}\right\}$ converges there exists an integer $R \geq 1$ such that if $r, s \geq R$ then $\left\|T_{K} x_{n(r)}-T_{K} x_{n(s)}\right\|<\epsilon / 3$. But now we have, for $r, s \geq R$,

$$
\begin{gathered}
\left\|T x_{n(r)}-T x_{n(s)}\right\|<\left\|T x_{n(r)}-T_{K} x_{n(r)}\right\|+\left\|T_{K} x_{n(r)}-T_{K} x_{n(s)}\right\| \\
+\left\|T_{K} x_{n(s)}-T x_{n(s)}\right\|<\epsilon
\end{gathered}
$$

which proves that $\left\{T x_{n(r)}\right\}$ is a Cauchy sequence.

In applications of Theorem 7.9 it is often the case that the operators $T_{k}$ are bounded and have finite rank, so are compact by Theorem 7.5. For reference we state this as the following corollary.

## Corollary 7.10

If $X$ is a normed space, $Y$ is a Banach space and $\left\{T_{k}\right\}$ is a sequence of bounded, finite rank operators which converges to $T \in B(X, Y)$, then $T$ is compact.

We now give a simple example of how to construct a sequence of finite rank operators which converge to a given operator $T$. This process is one of the most common ways of proving that an operator is compact.

## Example 7.11

The operator $T \in B\left(\ell^{2}\right)$ defined by $T\left\{a_{n}\right\}=\left\{n^{-1} a_{n}\right\}$ is compact (Example 4.5 shows that $\left.T \in B\left(\ell^{2}\right)\right)$.

## Solution

For each $k \in \mathbb{N}$ define the operator $T_{k} \in B\left(\ell^{2}\right)$ by

$$
T_{k}\left\{a_{n}\right\}=\left\{b_{n}^{k}\right\}, \quad \text { where } \begin{cases}b_{n}^{k}=n^{-1} a_{n}, & n \leq k \\ b_{n}^{k}=0, & n>k\end{cases}
$$

The operators $T_{k}$ are bounded and linear, and have finite rank. Furthermore, for any $a \in \ell^{2}$ we have

$$
\left\|\left(T_{k}-T\right) a\right\|^{2}=\sum_{n=k+1}^{\infty}\left|a_{n}\right|^{2} / n^{2} \leq(k+1)^{-2} \sum_{n=k+1}^{\infty}\left|a_{n}\right|^{2} \leq(k+1)^{-2}\|a\|^{2}
$$

It follows that

$$
\left\|T_{k}-T\right\| \leq(k+1)^{-1}
$$

and so $\left\|T_{k}-T\right\| \rightarrow 0$. Thus $T$ is compact by Corollary 7.10.

The converse of Corollary 7.10 is not true, in general, when $Y$ is a Banach space, but it is true when $Y$ is a Hilbert space.

## Theorem 7.12

If $X$ is a normed space, $\mathcal{H}$ is a Hilbert space and $T \in K(X, \mathcal{H})$, then there is a sequence of finite rank operators $\left\{T_{k}\right\}$ which converges to $T$ in $B(X, \mathcal{H})$.

## Proof

If $T$ itself had finite rank the result would be trivial, so we assume that it does not. By Lemma 3.25 and Theorem 7.8 the set $\overline{\operatorname{Im} T}$ is an infinite-dimensional, separable Hilbert space, so by Theorem 3.52 it has an orthonormal basis $\left\{e_{n}\right\}$. For each integer $k \geq 1$, let $P_{k}$ be the orthogonal projection from $\overline{\operatorname{Im} T}$ onto the linear subspace $\mathcal{M}_{k}=\operatorname{Sp}\left\{e_{1}, \ldots, e_{k}\right\}$, and let $T_{k}=P_{k} T$. Since $\operatorname{Im} T_{k} \subset \mathcal{M}_{k}$, the operator $T_{k}$ has finite rank. We will show that $\left\|T_{k}-T\right\| \rightarrow 0$ as $k \rightarrow \infty$.

Suppose that this is not true. Then, after taking a subsequence of the sequence $\left\{T_{k}\right\}$ if necessary, there is an $\epsilon>0$ such that $\left\|T_{k}-T\right\| \geq \epsilon$ for all $k$. Thus there exists a sequence of unit vectors $x_{k} \in X$ such that $\left\|\left(T_{k}-T\right) x_{k}\right\| \geq \epsilon / 2$ for all $k$. Since $T$ is compact, we may suppose that $T x_{k} \rightarrow y$, for some $y \in \mathcal{H}$ (after again taking a subsequence, if necessary). Now, using the representation of $P_{m}$ in Corollary 6.53, we have,

$$
\begin{aligned}
\left(T_{k}-T\right) x_{k} & =\left(P_{k}-I\right) T x_{k}=\left(P_{k}-I\right) y+\left(P_{k}-I\right)\left(T x_{k}-y\right) \\
& =-\sum_{n=k+1}^{\infty}\left(y, e_{n}\right) e_{n}+\left(P_{k}-I\right)\left(T x_{k}-y\right)
\end{aligned}
$$

Hence, by taking norms we deduce that

$$
\epsilon / 2 \leq\left\|\left(T_{k}-T\right) x_{k}\right\| \leq\left(\sum_{n=k+1}^{\infty}\left(y, e_{n}\right)^{2}\right)^{1 / 2}+2\left\|T x_{k}-y\right\|
$$

(since $\left\|P_{k}\right\|=1$, by Theorem 6.51). The right-hand side of this inequality tends to zero as $k \rightarrow \infty$, which is a contradiction, and so proves the theorem.

Using these results we can now show that the adjoint of a compact operator is compact. We first deal with finite rank operators.

## Lemma 7.13

If $\mathcal{H}$ is a Hilbert space and $T \in B(\mathcal{H})$, then $r(T)=r\left(T^{*}\right)$ (either as finite numbers or as $\infty)$. In particular, $T$ has finite rank if and only if $T^{*}$ has finite rank.

## Proof

Suppose first that $r(T)<\infty$. For any $x \in \mathcal{H}$, we write the orthogonal decomposition of $x$ with respect to $\operatorname{Ker} T^{*}$ as $x=u+v$, with $u \in \operatorname{Ker} T^{*}$ and $v \in\left(\operatorname{Ker} T^{*}\right)^{\perp}=\overline{\operatorname{Im} T}=\operatorname{Im} T($ since $r(T)<\infty)$. Thus $T^{*} x=T^{*}(u+v)=T^{*} v$, and hence $\operatorname{Im} T^{*}=T^{*}(\operatorname{Im} T)$, which implies that $r\left(T^{*}\right) \leq r(T)$. Thus, $r\left(T^{*}\right) \leq r(T)$ when $r(T)<\infty$.

Applying this result to $T^{*}$, and using $\left(T^{*}\right)^{*}=T$, we also see that $r(T) \leq$ $r\left(T^{*}\right)$ when $r\left(T^{*}\right)<\infty$. This proves the lemma when both the ranks are finite, and also shows that it is impossible for one rank to be finite and the other infinite, and so also proves the infinite rank case.

## Theorem 7.14

If $\mathcal{H}$ is a Hilbert space and $T \in B(\mathcal{H})$, then $T$ is compact if and only if $T^{*}$ is compact.

## Proof

Suppose that $T$ is compact. Then by Theorem 7.12 there is a sequence of finite rank operators $\left\{T_{n}\right\}$, such that $\left\|T_{n}-T\right\| \rightarrow 0$. By Lemma 7.13, each operator $T_{n}^{*}$ has finite rank and, by Theorem 6.10, $\left\|T_{n}^{*}-T^{*}\right\|=\left\|T_{n}-T\right\| \rightarrow 0$. Hence it follows from Corollary 7.10 that $T^{*}$ is compact. Thus, if $T$ is compact then $T^{*}$ is compact. It now follows from this result and $\left(T^{*}\right)^{*}=T$ that if $T^{*}$ is compact then $T$ is compact, which completes the proof.

We end this section by introducing a class of operators which have many interesting properties and applications.

## Definition 7.15

Let $\mathcal{H}$ be an infinite-dimensional Hilbert space with an orthonormal basis $\left\{e_{n}\right\}$ and let $T \in B(\mathcal{H})$. If the condition

$$
\sum_{n=1}^{\infty}\left\|T e_{n}\right\|^{2}<\infty
$$

holds then $T$ is a Hilbert-Schmidt operator.

At first sight it seems that this definition might depend on the choice of the orthonormal basis of $\mathcal{H}$. The following theorem shows that this is not so. The proof will be left until Exercise 7.8.

## Theorem 7.16

Let $\mathcal{H}$ be an infinite-dimensional Hilbert space and let $\left\{e_{n}\right\}$ and $\left\{f_{n}\right\}$ be orthonormal bases for $\mathcal{H}$. Let $T \in B(\mathcal{H})$.
(a) $\sum_{n=1}^{\infty}\left\|T e_{n}\right\|^{2}=\sum_{n=1}^{\infty}\left\|T^{*} f_{n}\right\|^{2}=\sum_{n=1}^{\infty}\left\|T f_{n}\right\|^{2}$
(where the values of these sums may be either finite or $\infty$ ).
Thus the condition for an operator to be Hilbert-Schmidt does not depend on the choice of the orthonormal basis of $\mathcal{H}$.
(b) $T$ is Hilbert-Schmidt if and only if $T^{*}$ is Hilbert-Schmidt.
(c) If $T$ is Hilbert-Schmidt then it is compact.
(d) The set of Hilbert-Schmidt operators is a linear subspace of $B(\mathcal{H})$.

It will be shown in Exercise 7.11 that finite rank operators are HilbertSchmidt, but not all compact operators are Hilbert-Schmidt.

## EXERCISES

7.1 Show that for any Banach space $X$ the zero operator $T_{0}: X \rightarrow X$, defined by $T_{0} x=0$, for all $x \in X$, is compact.
7.2 Let $\mathcal{H}$ be a Hilbert space and let $y, z \in \mathcal{H}$. Define $T \in B(\mathcal{H})$ by $T x=(x, y) z$ (see Exercise 4.11). Show that $T$ is compact.
7.3 Let $X, Y$ be normed vector spaces. Show that $T \in L(X, Y)$ is compact if and only if for any sequence of vectors $\left\{x_{n}\right\}$ in the closed unit ball $\overline{B_{1}(0)} \subset X$, the sequence $\left\{T x_{n}\right\}$ has a convergent subsequence.
7.4 Show that an orthonormal sequence $\left\{e_{n}\right\}$ in a Hilbert space $\mathcal{H}$ cannot have a convergent subsequence.
7.5 Show that for any Banach spaces $X$ and $Y$ the set of compact operators $K(X, Y)$ is a Banach space (with the usual operator norm obtained from $B(X, Y)$ ).
7.6 Show that for any $T \in B(\mathcal{H}), r(T)=r\left(T^{*} T\right)$.
[Hint: see Exercise 6.5(b).]
7.7 Let $\mathcal{H}$ be an infinite-dimensional Hilbert space with an orthonormal basis $\left\{e_{n}\right\}$ and let $T \in B(\mathcal{H})$. Show that if $T$ is compact then $\lim _{n \rightarrow \infty}\left\|T e_{n}\right\|=0$.
7.8 Prove Theorem 7.16.
7.9 Let $\mathcal{H}$ be an infinite-dimensional Hilbert space and let $S, T \in B(\mathcal{H})$. Prove the following results.
(a) If either $S$ or $T$ is Hilbert-Schmidt, then $S T$ is Hilbert-Schmidt.
(b) If $T$ has finite rank then it is Hilbert-Schmidt.
[Hint: use Exercise 3.26 to construct an orthonormal basis of $\mathcal{H}$ consisting of elements of $\operatorname{Im} T$ and $(\operatorname{Im} T)^{\perp}$, and use part (a) of Theorem 7.16, with $\left\{e_{n}\right\}=\left\{f_{n}\right\}$.]
7.10 Let $k$ be a non-zero continuous function on $[-\pi, \pi]$ and define the operator $T_{k} \in B\left(L^{2}[-\pi, \pi]\right)$ by $\left(T_{k} g\right)(t)=k(t) g(t)$. Show that $T_{k}$ is not compact.
[Hint: use Corollary 3.57 and Exercise 7.7.]
7.11 Let $\mathcal{H}$ be an infinite-dimensional Hilbert space and let $\left\{e_{n}\right\},\left\{f_{n}\right\}$, be orthonormal sequences in $\mathcal{H}$. Let $\left\{\alpha_{n}\right\}$ be a sequence in $\mathbb{C}$ and define a linear operator $T: \mathcal{H} \rightarrow \mathcal{H}$ by

$$
T x=\sum_{n=1}^{\infty} \alpha_{n}\left(x, e_{n}\right) f_{n}
$$

Show that:
(a) $T$ is bounded if and only if the sequence $\left\{\alpha_{n}\right\}$ is bounded;
(b) $T$ is compact if and only if $\lim _{n \rightarrow \infty} \alpha_{n}=0$;
(c) $T$ is Hilbert-Schmidt if and only if $\sum_{n=1}^{\infty}\left|\alpha_{n}\right|^{2}<\infty$;
(d) $T$ has finite rank if and only if there exists $N \in \mathbb{N}$ such that $\alpha_{n}=0$ for $n \geq N$.

It follows that each of these classes of operators is strictly contained in the preceding class. In particular, not all compact operators are Hilbert-Schmidt.
7.12 Suppose that $\left\{\alpha_{n}\right\}$ is a bounded sequence in $\mathbb{C}$ and consider the operator $T \in B(\mathcal{H})$ defined in Exercise 7.11.
(a) Show that $y \in \operatorname{Im} T$ if and only if

$$
y=\sum_{n=1}^{\infty} \alpha_{n} \xi_{n} f_{n}, \quad \text { for some }\left\{\xi_{n}\right\} \in \ell^{2}
$$

Deduce that if infinitely many of the numbers $\alpha_{n}$ are non-zero and $\lim _{n \rightarrow \infty} \alpha_{n}=0$ then $\operatorname{Im} T$ is not closed.
(b) Show that the adjoint operator $T^{*}: \mathcal{H} \rightarrow \mathcal{H}$ is given by

$$
T^{*} x=\sum_{n=1}^{\infty} \bar{\alpha}_{n}\left(x, f_{n}\right) e_{n}
$$

Show also that $\operatorname{Im} T$ is dense in $\mathcal{H}$ if and only if $\operatorname{Ker} T^{*}=\{0\}$. Deduce that if $\mathcal{H}$ is separable then there exists a compact operator on $\mathcal{H}$ whose range is dense in $\mathcal{H}$ but not equal to $\mathcal{H}$.
(c) Show that if the orthonormal sequences $\left\{e_{n}\right\}$ and $\left\{f_{n}\right\}$ are the same and all the numbers $\alpha_{n}$ are real, then $T$ is self-adjoint.
7.13 It was shown in Exercise 7.12 that if $\mathcal{H}$ is separable then there exists a compact operator on $\mathcal{H}$ whose range is dense in $\mathcal{H}$. Is this possible if $\mathcal{H}$ is not separable?
7.14 Suppose that $(M, d)$ is a metric space and $A \subset M$. Prove the following results.
(a) $A$ is relatively compact if and only if any sequence $\left\{a_{n}\right\}$ in $A$ has a subsequence which converges in $M$.
[Hint: for the "if" part, consider an arbitrary sequence $\left\{x_{n}\right\}$ in $\bar{A}$ and construct a "nearby" sequence $\left\{a_{n}\right\}$ in $A$.]
(b) If $B \subset A$ is dense in $A$ then it is dense in $\bar{A}$.
(c) If $A$ is compact then, for each $r \in \mathbb{N}$, there exists a finite set $B_{r} \subset A$ with the property: for any $a \in A$ there exists a point $b \in B_{r}$ such that $d(a, b)<r^{-1}$.
(d) Deduce from part (c) that if $A$ is compact then it is separable.
7.15 Let $X$ be a separable, infinite-dimensional, normed space and suppose that $0<\alpha<1$. Show that there exists a sequence of unit vectors $\left\{x_{n}\right\}$ in $X$ such that $\left\|x_{m}-x_{n}\right\| \geq \alpha$ for any $m, n \in \mathbb{N}$ with $m \neq n$ and $\overline{\mathrm{Sp}}\left\{x_{n}\right\}=X$.
[Hint: follow the proofs of Theorems 3.40 and 3.52 , using Riesz' lemma (Theorem 2.25) to find the required vector in the inductive step.]

### 7.2 Spectral Theory of Compact Operators

From now on in this chapter we will suppose that $\mathcal{H}$ is a complex Hilbert space and $T \in K(\mathcal{H})$ (we require $\mathcal{H}$ to be complex in order that we may discuss spectral theory). If $\mathcal{H}$ is finite-dimensional then we know that the spectrum $\sigma(T)$ consists of a non-empty, finite collection of eigenvalues, each having finite multiplicity (see Definition 1.13). For general operators in infinite-dimensional spaces the spectrum can be very different, but for compact operators the spectrum has many similarities with the finite-dimensional case. Specifically, we will show that if $\mathcal{H}$ is infinite-dimensional then $\sigma(T)$ consists of a countable (possibly empty or finite) collection of non-zero eigenvalues, each having finite multiplicity, together with the point $\lambda=0$, which necessarily belongs to $\sigma(T)$ but need not be an eigenvalue or, if it is, it need not have finite multiplicity. To describe this structure of $\sigma(T)$ the following notation will be convenient.

## Definition 7.17

Let $\mathcal{K}$ be a Hilbert space and let $S \in B(\mathcal{K})$. We define the sets

$$
\begin{aligned}
\sigma_{\mathrm{p}}(S) & =\{\lambda: \lambda \text { is an eigenvalue of } S\}, \\
\rho(S) & =\mathbb{C} \backslash \sigma(S) .
\end{aligned}
$$

The set $\sigma_{\mathrm{p}}(S)$ is the point spectrum of $S$, while $\rho(S)$ is the resolvent set of $S$.
We begin our discussion of $\sigma(T)$ by dealing with the point $\lambda=0$.

## Theorem 7.18

If $\mathcal{H}$ is infinite-dimensional then $0 \in \sigma(T)$. If $\mathcal{H}$ is separable then either $0 \in$ $\sigma_{\mathrm{p}}(T)$ or $0 \in \sigma(T) \backslash \sigma_{\mathrm{p}}(T)$ may occur. If $\mathcal{H}$ is not separable then $0 \in \sigma_{\mathrm{p}}(T)$.

## Proof

If we had $0 \in \rho(T)$, then $T$ would be invertible. However, since $\mathcal{H}$ is infinitedimensional this contradicts Corollary 7.7, so we must have $0 \in \sigma(T)$. We leave the remainder of the proof to the exercises (see Exercises 7.16 and 7.17).

We now consider the case $\lambda \neq 0$ and we first prove some preliminary results.

## Theorem 7.19

If $\lambda \neq 0$ then $\operatorname{Ker}(T-\lambda I)$ has finite dimension.

## Proof

Suppose that $\mathcal{M}=\operatorname{Ker}(T-\lambda I)$ is infinite-dimensional. Since the kernel of a bounded operator is closed (by Lemma 4.11), the space $\mathcal{M}$ is an infinitedimensional Hilbert space, and there is an orthonormal sequence $\left\{e_{n}\right\}$ in $\mathcal{M}$ (by Theorem 3.40). Since $e_{n} \in \operatorname{Ker}(T-\lambda I)$ we have $T e_{n}=\lambda e_{n}$ for each $n \in \mathbb{N}$, and since $\lambda \neq 0$ the sequence $\left\{\lambda e_{n}\right\}$ cannot have a convergent subsequence, since $\left\{e_{n}\right\}$ is orthonormal (see Exercise 7.4). This contradicts the compactness of $T$, which proves the theorem.

## Theorem 7.20

If $\lambda \neq 0$ then $\operatorname{Im}(T-\lambda I)$ is closed.

## Proof

Let $\left\{y_{n}\right\}$ be a sequence in $\operatorname{Im}(T-\lambda I)$, with $\lim _{n \rightarrow \infty} y_{n}=y$. Then for each $n$ we have $y_{n}=(T-\lambda I) x_{n}$, for some $x_{n}$, and since $\operatorname{Ker}(T-\lambda I)$ is closed, $x_{n}$ has an orthogonal decomposition of the form $x_{n}=u_{n}+v_{n}$, with $u_{n} \in \operatorname{Ker}(T-\lambda I)$ and $v_{n} \in \operatorname{Ker}(T-\lambda I)^{\perp}$. We will show that the sequence $\left\{v_{n}\right\}$ is bounded.

Suppose not. Then, after taking a subsequence if necessary, we may suppose that $\left\|v_{n}\right\| \neq 0$, for all $n$, and $\lim _{n \rightarrow \infty}\left\|v_{n}\right\|=\infty$. Putting $w_{n}=v_{n} /\left\|v_{n}\right\|$, $n=1,2, \ldots$, we have $w_{n} \in \operatorname{Ker}(T-\lambda I)^{\perp},\left\|w_{n}\right\|=1$ (so the sequence $\left\{w_{n}\right\}$ is bounded) and

$$
(T-\lambda I) w_{n}=y_{n} /\left\|v_{n}\right\| \rightarrow 0
$$

since $\left\{y_{n}\right\}$ is bounded (because it is convergent). Also, by the compactness of $T$ we may suppose that $\left\{T w_{n}\right\}$ converges (after taking a subsequence if necessary). By combining these results it follows that the sequence $\left\{w_{n}\right\}$ converges (since $\lambda \neq 0)$. Letting $w=\lim _{n \rightarrow \infty} w_{n}$, we see that $\|w\|=1$ and

$$
(T-\lambda I) w=\lim _{n \rightarrow \infty}(T-\lambda I) w_{n}=0
$$

so $w \in \operatorname{Ker}(T-\lambda I)$. However, $w_{n} \in \operatorname{Ker}(T-\lambda I)^{\perp}$ so

$$
\left\|w-w_{n}\right\|^{2}=\left(w-w_{n}, w-w_{n}\right)=1+1=2
$$

which contradicts $w_{n} \rightarrow w$. Hence the sequence $\left\{v_{n}\right\}$ is bounded.
Now, by the compactness of $T$ we may suppose that $\left\{T v_{n}\right\}$ converges. Then $v_{n}=\lambda^{-1}\left(T v_{n}-(T-\lambda I) v_{n}\right)=\lambda^{-1}\left(T v_{n}-y_{n}\right)$, for $n \in \mathbb{N}$, so the sequence $\left\{v_{n}\right\}$ converges. Let its limit be $v$. Then

$$
y=\lim _{n \rightarrow \infty} y_{n}=\lim _{n \rightarrow \infty}(T-\lambda I) v_{n}=(T-\lambda I) v,
$$

and so $y \in \operatorname{Im}(T-\lambda I)$. This proves that $\operatorname{Im}(T-\lambda I)$ is closed.

Since $T^{*}$ is also compact, Theorems 7.19 and 7.20 also apply to $T^{*}$, and in particular, the set $\operatorname{Im}\left(T^{*}-\bar{\lambda} I\right)$ is closed when $\lambda \neq 0$. Thus, from Corollary 3.36 and Lemma 6.11 we have the following result.

## Corollary 7.21

If $\lambda \neq 0$ then

$$
\operatorname{Im}(T-\lambda I)=\operatorname{Ker}\left(T^{*}-\bar{\lambda} I\right)^{\perp}, \quad \operatorname{Im}\left(T^{*}-\bar{\lambda} I\right)=\operatorname{Ker}(T-\lambda I)^{\perp}
$$

We can now begin to discuss the structure of the non-zero part of $\sigma(T)$ and $\sigma\left(T^{*}\right)$ (again, the following results apply to $T^{*}$ as well as to $T$ ).

## Theorem 7.22

For any real $t>0$, the set of all distinct eigenvalues $\lambda$ of $T$ with $|\lambda| \geq t$ is finite.

## Proof

Suppose instead that for some $t_{0}>0$ there is a sequence of distinct eigenvalues $\left\{\lambda_{n}\right\}$ with $\left|\lambda_{n}\right| \geq t_{0}$ for all $n$, and let $\left\{e_{n}\right\}$ be a sequence of corresponding unit eigenvectors. We will now construct, inductively, a particular sequence of unit vectors $\left\{y_{n}\right\}$. Let $y_{1}=e_{1}$. Now consider any integer $k \geq 1$. By Lemma 1.14 the set $\left\{e_{1}, \ldots, e_{k}\right\}$ is linearly independent, thus the set $\mathcal{M}_{k}=\operatorname{Sp}\left\{e_{1}, \ldots, e_{k}\right\}$ is $k$-dimensional and so is closed by Corollary 2.20. Any $e \in \mathcal{M}_{k}$ can be written as $e=\alpha_{1} e_{1}+\ldots+\alpha_{k} e_{k}$, and we have

$$
\left(T-\lambda_{k} I\right) e=\alpha_{1}\left(\lambda_{1}-\lambda_{k}\right) e_{1}+\ldots+\alpha_{k-1}\left(\lambda_{k-1}-\lambda_{k}\right) e_{k-1}
$$

and so if $e \in \mathcal{M}_{k}$,

$$
\left(T-\lambda_{k} I\right) e \in \mathcal{M}_{k-1}
$$

Similarly, if $e \in \mathcal{M}_{k}$,

$$
T e \in \mathcal{M}_{k}
$$

Next, $\mathcal{M}_{k}$ is a closed subspace of $\mathcal{M}_{k+1}$ and not equal to $\mathcal{M}_{k+1}$, so the orthogonal complement of $\mathcal{M}_{k}$ in $\mathcal{M}_{k+1}$ is a non-trivial linear subspace of $\mathcal{M}_{k+1}$. Hence there is a unit vector $y_{k+1} \in \mathcal{M}_{k+1}$ such that $\left(y_{k+1}, e\right)=0$ for all $e \in \mathcal{M}_{k}$, and $\left\|y_{k+1}-e\right\| \geq 1$. Repeating this process inductively, we construct a sequence $\left\{y_{n}\right\}$.

It now follows from the construction of the sequence $\left\{y_{n}\right\}$ that for any integers $m, n$ with $n>m$,

$$
\left\|T y_{n}-T y_{m}\right\|=\left|\lambda_{n}\right|\left\|y_{n}-\lambda_{n}^{-1}\left[-\left(T-\lambda_{n}\right) y_{n}+T y_{m}\right]\right\| \geq\left|\lambda_{n}\right| \geq t_{0}
$$

since, by the above results, $-\left(T-\lambda_{n}\right) y_{n}+T y_{m} \in \mathcal{M}_{n-1}$. This shows that the sequence $\left\{T y_{n}\right\}$ cannot have a convergent subsequence. This contradicts the compactness of $T$, and so proves the theorem.

By taking the union of the finite sets of eigenvalues $\lambda$ with $|\lambda| \geq r^{-1}$, $r=1,2, \ldots$, we obtain the following corollary of Theorem 7.22.

## Corollary 7.23

The set $\sigma_{\mathrm{p}}(T)$ is at most countably infinite. If $\left\{\lambda_{n}\right\}$ is any sequence of distinct eigenvalues of $T$ then $\lim _{n \rightarrow \infty} \lambda_{n}=0$.

We note that it is possible for a compact operator $T$ on an infinitedimensional space to have no eigenvalues at all, see Exercise 7.17. In that case, by Theorem 7.18 and Theorem 7.25 below, $\sigma(T)=\{0\}$.

We will now show that for any compact operator $T$, all the non-zero points of $\sigma(T)$ must be eigenvalues. Since $T^{*}$ is also compact, it follows from this and Lemma 6.37 that if $\lambda \neq 0$ is an eigenvalue of $T$ then $\bar{\lambda}$ is an eigenvalue of $T^{*}$. We will also prove that these eigenvalues have equal and finite multiplicity. These results are standard in the finite-dimensional setting. We will prove them in the infinite-dimensional case in two steps:
(a) we consider finite rank operators and reduce the problem to the finitedimensional case;
(b) we consider general compact operators and reduce the problem to the finite rank case.

The following notation will be helpful in the proof of the next lemma. Suppose that $X, Y$ are normed spaces and $A \in B(X), B \in B(Y, X), C \in B(X, Y)$ and $D \in B(Y)$. We can define an operator $M \in B(X \times Y)$ by

$$
M(x, y)=(A x+B y, C x+D y)
$$

see Exercise 7.18. This operator may be written in "matrix" form as

$$
M\left[\begin{array}{l}
x \\
y
\end{array}\right]=\left[\begin{array}{ll}
A & B \\
C & D
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right]
$$

where, formally, we use the standard matrix multiplication rules to evaluate the matrix product, even though the elements in the matrices are operators or vectors - this is valid so long as we keep the correct order of the operators and vectors.

## Lemma 7.24

If $T$ has finite rank and $\lambda \neq 0$, then either: (a) $\lambda \in \rho(T)$ and $\bar{\lambda} \in \rho\left(T^{*}\right)$; or (b) $\lambda \in \sigma_{\mathrm{p}}(T)$ and $\bar{\lambda} \in \sigma_{\mathrm{p}}\left(T^{*}\right)$. Furthermore, $n(T-\lambda I)=n\left(T^{*}-\bar{\lambda} I\right)<\infty$.

## Proof

Let $\mathcal{M}=\operatorname{Im} T$ and $\mathcal{N}=\operatorname{Ker} T^{*}=\mathcal{M}^{\perp}$ (by Lemma 6.11). Since $\mathcal{M}$ is finitedimensional it is closed, so any $x \in \mathcal{H}$ has an orthogonal decomposition $x=$ $u+v$, with $u \in \mathcal{M}, v \in \mathcal{N}$. Using this decomposition, we can identify any $x \in \mathcal{H}$ with a unique element $(u, v) \in \mathcal{M} \times \mathcal{N}$, and vice versa (alternatively, this shows that the space $\mathcal{H}$ is isometrically isomorphic to the space $\mathcal{M} \times \mathcal{N})$. Also,

$$
(T-\lambda I)(u+v)=T u-\lambda u+T v-\lambda v
$$

and we have $T u-\lambda u \in \mathcal{M}, T v \in \mathcal{M}$ and $-\lambda v \in \mathcal{N}$. It follows from this that we can express the action of the operator $(T-\lambda I)$ in matrix form by

$$
(T-\lambda I)\left[\begin{array}{l}
u \\
v
\end{array}\right]=\left[\begin{array}{cc}
\left.(T-\lambda I)\right|_{\mathcal{M}} & \left.T\right|_{\mathcal{N}} \\
0 & -\left.\lambda I\right|_{\mathcal{N}}
\end{array}\right]\left[\begin{array}{l}
u \\
v
\end{array}\right]
$$

where $\left.(T-\lambda I)\right|_{\mathcal{M}} \in B(\mathcal{M}),\left.T\right|_{\mathcal{N}} \in B(\mathcal{N}, \mathcal{M})$ and $\left.I\right|_{\mathcal{N}} \in B(\mathcal{N})$ denote the restrictions of the operators $T-\lambda I, T$ and $I$ to the spaces $\mathcal{M}$ and $N$. We now write $A=\left.(T-\lambda I)\right|_{\mathcal{M}}$. It follows from Lemma 1.12 and Corollary 4.45 that either $A$ is invertible $(n(A)=0)$ or $n(A)>0$, and so, from Exercise 7.18, either $T-\lambda I$ is invertible or $n(T-\lambda I)=n(A)>0$, that is, either $\lambda \in \rho(T)$ or $\lambda \in \sigma_{\mathrm{p}}(T)$.

Now let $P_{\mathcal{M}}, P_{\mathcal{N}}$ denote the orthogonal projections of $\mathcal{H}$ onto $\mathcal{M}, \mathcal{N}$. Using $I=P_{\mathcal{M}}+P_{\mathcal{N}}$ and $\mathcal{N}=\operatorname{Ker} T^{*}$, we have

$$
\left(T^{*}-\bar{\lambda} I\right)(u+v)=\left(T^{*}-\bar{\lambda} I\right) u-\bar{\lambda} v=P_{\mathcal{M}}\left(T^{*}-\bar{\lambda} I\right) u+P_{\mathcal{N}} T^{*} u-\bar{\lambda} v
$$

Hence $T^{*}-\bar{\lambda} I$ can be represented in matrix form by

$$
\left(T^{*}-\bar{\lambda} I\right)\left[\begin{array}{l}
u \\
v
\end{array}\right]=\left[\begin{array}{cc}
\left.P_{\mathcal{M}}\left(T^{*}-\bar{\lambda} I\right)\right|_{\mathcal{M}} & 0 \\
\left.P_{\mathcal{N}}\left(T^{*}\right)\right|_{\mathcal{M}} & -\left.\bar{\lambda} I\right|_{\mathcal{N}}
\end{array}\right]\left[\begin{array}{l}
u \\
v
\end{array}\right]
$$

Also, $A^{*}=\left.P_{\mathcal{M}}\left(T^{*}-\bar{\lambda} I\right)\right|_{\mathcal{M}} \in B(\mathcal{M})$ (see Exercise 7.20 ). Again by finitedimensional linear algebra, $n\left(A^{*}\right)=n(A)$. It now follows from Exercise 7.18 that if $n(A)=0$ then $T-\lambda I$ and $T^{*}-\bar{\lambda} I$ are invertible, while if $n(A)>0$ then $n(T-\lambda I)=n\left(T^{*}-\bar{\lambda} I\right)=n(A)>0$, so $\lambda \in \sigma_{\mathrm{p}}(T)$ and $\bar{\lambda} \in \sigma_{\mathrm{p}}\left(T^{*}\right)$.

We now extend the results of Lemma 7.24 to the case of a general compact operator $T$.

## Theorem 7.25

If $T$ is compact and $\lambda \neq 0$, then either: (a) $\lambda \in \rho(T)$ and $\bar{\lambda} \in \rho\left(T^{*}\right)$; or (b) $\lambda \in \sigma_{\mathrm{p}}(T)$ and $\bar{\lambda} \in \sigma_{\mathrm{p}}\left(T^{*}\right)$. Furthermore, $n(T-\lambda I)=n\left(T^{*}-\bar{\lambda} I\right)<\infty$.

## Proof

We first reduce the problem to the case of a finite rank operator. By Theorem 7.12 there is a finite rank operator $T_{F}$ on $\mathcal{H}$ with $\left\|\lambda^{-1}\left(T-T_{F}\right)\right\|<\frac{1}{2}$, so by Theorem 4.40 and Lemma 6.14, the operators $S=I-\lambda^{-1}\left(T-T_{F}\right)$ and $S^{*}$ are invertible. Now, letting $G=T_{F} S^{-1}$ we see that

$$
T-\lambda I=(G-\lambda I) S, \quad \text { and so } \quad T^{*}-\bar{\lambda} I=S^{*}\left(G^{*}-\bar{\lambda} I\right)
$$

Since $S$ and $S^{*}$ are invertible it follows that $T-\lambda I$ and $T^{*}-\bar{\lambda} I$ are invertible if and only if $G-\lambda I$ and $G^{*}-\bar{\lambda} I$ are invertible, and $n(T-\lambda I)=n(G-$ $\lambda I), n\left(T^{*}-\bar{\lambda} I\right)=n\left(G^{*}-\bar{\lambda} I\right)$ (see Exercise 7.21). Now, since $\operatorname{Im} G \subset \operatorname{Im} T_{F}$ the operator $G$ has finite rank, so the first results of the theorem follow from Lemma 7.24.

We now consider the following equations:

$$
\begin{align*}
& (T-\lambda I) x=0, \quad\left(T^{*}-\bar{\lambda} I\right) y=0  \tag{7.1}\\
& (T-\lambda I) x=p, \quad\left(T^{*}-\bar{\lambda} I\right) y=q \tag{7.2}
\end{align*}
$$

(equations of the form (7.1), with zero right-hand sides, are called homogeneous while equations of the form (7.2), with non-zero right-hand sides, are called inhomogeneous). The results of Theorem 7.25 (together with Corollary 7.21) can be restated in terms of the solvability of these equations.

## Theorem 7.26 (The Fredholm Alternative)

If $\lambda \neq 0$ then one or other of the following alternatives holds.
(a) Each of the homogeneous equations (7.1) has only the solution $x=0, y=0$, respectively, while the corresponding inhomogeneous equations (7.2) have unique solutions $x, y$ for any given $p, q \in \mathcal{H}$.
(b) There is a finite number $m_{\lambda}>0$ such that each of the homogeneous equations (7.1) has exactly $m_{\lambda}$ linearly independent solutions, say $x_{n}, y_{n}$, $n=1, \ldots, m_{\lambda}$, respectively, while the corresponding inhomogeneous equations (7.2) have solutions if and only if $p, q \in \mathcal{H}$ satisfy the conditions

$$
\begin{equation*}
\left(p, y_{n}\right)=0, \quad\left(q, x_{n}\right)=0, \quad n=1, \ldots, m_{\lambda} \tag{7.3}
\end{equation*}
$$

## Proof

The result follows immediately from Theorem 7.25. Alternative (a) corresponds to the case $\lambda \in \rho(T)$, while alternative (b) corresponds to the case $\lambda \in \sigma_{\mathrm{p}}(T)$. In this case, $m_{\lambda}=n(T-\lambda I)$. It follows from Corollary 7.21 that the conditions on $p, q$ in (b) ensure that $p \in \operatorname{Im}(T-\lambda I), q \in \operatorname{Im}\left(T^{*}-\bar{\lambda} I\right)$, respectively, so solutions of (7.2) exist.

The dichotomy expressed in Theorem 7.26 between unique solvability of the equations and solvability if and only if a finite set of conditions holds is often called the Fredholm alternative; this dichotomy was discovered by Fredholm in his investigation of certain integral equations (which give rise to equations of the above form with compact integral operators, see Chapter 8). More generally, if the operator $T-\lambda I$ in (7.1) and (7.2) is replaced by a bounded linear operator $S$ then $S$ is said to satisfy the Fredholm alternative if the corresponding equations again satisfy the alternatives in Theorem 7.26. A particularly important feature of the Fredholm alternative is the following restatement of alternative (a) in Theorem 7.26.

## Corollary 7.27

If $\lambda \neq 0$ and the equation

$$
\begin{equation*}
(T-\lambda I) x=0 \tag{7.4}
\end{equation*}
$$

has only the solution $x=0$ then $T-\lambda I$ is invertible, and the equation

$$
\begin{equation*}
(T-\lambda I) x=p \tag{7.5}
\end{equation*}
$$

has the unique solution $x=(T-\lambda I)^{-1} p$ for any $p \in \mathcal{H}$. This solution depends continuously on $p$.

## Proof

The hypothesis ensures that $\lambda$ is not an eigenvalue of $T$, so by alternative (a) of Theorem 7.26, $\lambda \in \rho(T)$ and hence $T-\lambda I$ is invertible. The rest of the corollary follows immediately from this.

In essence, Corollary 7.27 states that "uniqueness of solutions of equation (7.5) implies existence of solutions". This is an extremely useful result. In many applications it is relatively easy to prove uniqueness of solutions of a given equation. If the equation has the form (7.5) and we know that the operator $T$ is compact then we can immediately deduce the existence of a solution.

Many problems in applied mathematics can be reduced to solving an equation of the form

$$
\begin{equation*}
R u=f \tag{7.6}
\end{equation*}
$$

for some linear operator $R$ and some given function (or "data") $f$. In order for this equation to be a reasonable model of a physical situation it should have certain properties. Hadamard proposed the following definition.

## Definition 7.28

Equation (7.6) (or the corresponding physical model) is said to be well-posed if the following properties hold:
(a) A solution $u$ exists for every $f$.
(b) The solution $u$ is unique for each $f$.
(c) The solution $u$ depends continuously on $f$ in a suitable sense.

The motivation for properties (a) and (b) is fairly clear - the model will not be very useful if solutions do not exist or there are several solutions. The third property is motivated by the fact that in any physical situation the data $f$ will not be known precisely, so it is desirable that small variations in the data should not produce large variations in the predicted solution. However, the statements of properties (a)-(c) in Definition 7.28 are rather vague mathematically. For instance, what does "for every $f$ " mean, and what is a "suitable sense" for continuous dependence of the solution. These properties are usually made more precise by choosing, for instance, suitable normed or Banach spaces $X, Y$ and a suitable operator $R \in B(X, Y)$ with which to represent the problem. The space $Y$ usually incorporates desirable features of the data being modelled, while $X$ incorporates corresponding desirable features of the solution being sought. In such a set-up it is clear that equation (7.6) being well-posed is equivalent to the operator $R$ being invertible, and this is often proved using Corollary 7.27.

We now investigate rather more fully the nature of the set of solutions of equation (7.5) and the dependence of these solutions on $p$ in the case where alternative (b) holds in Theorem 7.26.

## Theorem 7.29

Suppose that $\lambda \neq 0$ is an eigenvalue of $T$. If $p \in \operatorname{Im}(T-\lambda I)$ (that is, $p$ satisfies (7.3)) then equation (7.5) has a unique solution $S_{\lambda}(p) \in \operatorname{Ker}(T-\lambda I)^{\perp}$. The function $S_{\lambda}: \operatorname{Im}(T-\lambda I) \rightarrow \operatorname{Ker}(T-\lambda I)^{\perp}$ is linear and bounded, and the set of solutions of (7.5) has the form

$$
\begin{equation*}
S_{\lambda} p+\operatorname{Ker}(T-\lambda I) \tag{7.7}
\end{equation*}
$$

## Proof

Since $p \in \operatorname{Im}(T-\lambda I)$ there exists a solution $x_{0}$ of (7.5). Let $P$ be the orthogonal projection of $\mathcal{H}$ onto $\operatorname{Ker}(T-\lambda I)^{\perp}$, and let $u_{0}=P x_{0}$. Then $x_{0}-u_{0} \in \operatorname{Ker}(T-$ $\lambda I)$, and so $(T-\lambda I) u_{0}=(T-\lambda I) x_{0}=p$. Therefore, $u_{0}$ is also a solution of (7.5), and any vector of the form $u_{0}+z$, with $z \in \operatorname{Ker}(T-\lambda I)$, is a solution of (7.5). On the other hand, if $x$ is a solution of (7.5) then $(T-\lambda I)\left(u_{0}-x\right)=p-p=0$, so $u_{0}-x \in \operatorname{Ker}(T-\lambda I)$, and hence $x$ has the form $x=u_{0}+z, z \in \operatorname{Ker}(T-\lambda I)$. Thus the set of solutions of (7.5) has the form (7.7).

Next, it can be shown (see Exercise 7.23) that $u_{0} \in \operatorname{Ker}(T-\lambda I)^{\perp}$ is uniquely determined by $p$ so we may define a function $S_{\lambda}: \operatorname{Im}(T-\lambda I) \rightarrow \operatorname{Ker}(T-\lambda I)^{\perp}$ by $S_{\lambda}(p)=u_{0}$, for $p \in \operatorname{Im}(T-\lambda I)$. Using uniqueness, it can now be shown that the function $S_{\lambda}$ is linear (see Exercise 7.23).

Finally, suppose that $S_{\lambda}$ is not bounded. Then there exists a sequence of unit vectors $\left\{p_{n}\right\}$, such that $\left\|S_{\lambda} p_{n}\right\| \neq 0$, for all $n \in \mathbb{N}$, and $\lim _{n \rightarrow \infty}\left\|S_{\lambda} p_{n}\right\|=\infty$. Putting $w_{n}=\left\|S_{\lambda} p_{n}\right\|^{-1} S_{\lambda} p_{n}$, we see that $w_{n} \in \operatorname{Ker}(T-\lambda I)^{\perp},\left\|w_{n}\right\|=1$ and $(T-\lambda I) w_{n}=\left\|S_{\lambda} p_{n}\right\|^{-1} p_{n} \rightarrow 0$ as $n \rightarrow \infty$. Now, exactly as in the second paragraph of the proof of Theorem 7.20 , we can show that these properties lead to a contradiction, which proves the result.

Theorem 7.29 shows that the solution $S_{\lambda} p$ satisfies $\left\|S_{\lambda} p\right\| \leq C\|p\|$, for some constant $C>0$. However, such an inequality cannot hold for all solutions $x$ of (7.5) since there are solutions $x$ of the form $S_{\lambda} p+z$, with $z \in \operatorname{Ker}(T-\lambda I)$ having arbitrarily large $\|z\|$.

## EXERCISES

7.16 Show that if $\mathcal{H}$ is not separable then $0 \in \sigma_{\mathrm{p}}(T)$ for any compact operator $T$ on $\mathcal{H}$.
[Hint: use Exercise 3.19 and Theorem 7.8.]
7.17 Define operators $S, T \in B\left(\ell^{2}\right)$ by

$$
S x=\left(0, \frac{x_{1}}{1}, \frac{x_{2}}{2}, \frac{x_{3}}{3}, \ldots\right), \quad T x=\left(\frac{x_{2}}{1}, \frac{x_{3}}{2}, \frac{x_{4}}{3}, \ldots\right) .
$$

Show that these operators are compact, $\sigma(S)=\{0\}, \sigma_{\mathrm{p}}(S)=\varnothing$, and $\sigma(T)=\sigma_{\mathrm{p}}(T)=\{0\}$. Show also that $\operatorname{Im} S$ is not dense in $\ell^{2}$, but $\operatorname{Im} T$ is dense.
[Hint: see Example 6.35.]
7.18 Suppose that $X, Y$ are normed spaces and $A \in B(X), B \in B(Y, X)$, $C \in B(X, Y)$ and $D \in B(Y)$. Let $(x, y) \in X \times Y$ (recall that
the normed space $X \times Y$ was defined in Example 2.8), and define $M(x, y)=(A x+B y, C x+D y)$. Show that $M \in B(X \times Y)$.

Now suppose that $D=I_{Y}$ is the identity on $Y$, and consider the operators on $X \times Y$ represented by the matrices

$$
M_{1}=\left[\begin{array}{cc}
A & B \\
0 & I_{Y}
\end{array}\right], \quad M_{2}=\left[\begin{array}{cc}
A & 0 \\
C & I_{Y}
\end{array}\right]
$$

(here, 0 denotes the zero operator on the appropriate spaces). Show that if $A$ is invertible then $M_{1}$ and $M_{2}$ are invertible.
[Hint: use the operator $A^{-1}$ to explicitly construct matrix inverses for $M_{1}$ and $M_{2}$.]

Show also that if $A$ is not invertible then $\operatorname{Ker} M_{1}=(\operatorname{Ker} A) \times\{0\}$. Find a similar representation for $\operatorname{Ker} M_{2}$.
7.19 Suppose that $\mathcal{M}$ and $\mathcal{N}$ are Hilbert spaces, so that $\mathcal{M} \times \mathcal{N}$ is a Hilbert space with the inner product defined in Example 3.10 (see Exercise 3.11). Show that if $M \in B(\mathcal{M} \times \mathcal{N})$ is an operator of the form considered in Exercise 7.18, then the adjoint operator $M^{*}$ has the matrix form

$$
M^{*}=\left[\begin{array}{ll}
A^{*} & C^{*} \\
B^{*} & D^{*}
\end{array}\right]
$$

7.20 Prove that $A^{*}=P_{\mathcal{M}}\left(T^{*}-\bar{\lambda} I\right)_{\mathcal{M}}$ in the proof of Lemma 7.24.
7.21 Let $X$ be a normed space and $S, A \in B(X)$, with $A$ invertible. Let $T=S A$. Show that:
(a) $T$ is invertible if and only if $S$ is;
(b) $n(T)=n(S)$.

Show that these results also hold if $T=A S$.
7.22 Suppose that $T$ is a compact operator on a Hilbert space $\mathcal{H}$. Show that if $r(T)$ is finite then $\sigma(T)$ is a finite set.
7.23 Show that for $p \in \operatorname{Im}(T-\lambda I)$ the solution $u_{0} \in(\operatorname{Ker}(T-\lambda I))^{\perp}$ of (7.5) constructed in the proof of Theorem 7.29 is the unique solution lying in the subspace $(\operatorname{Ker}(T-\lambda I))^{\perp}$. Hence show that the function $S_{\lambda}$ constructed in the same proof is linear.

### 7.3 Self-adjoint Compact Operators

Throughout this section we will suppose that $\mathcal{H}$ is a complex Hilbert space and $T \in B(\mathcal{H})$ is self-adjoint and compact. In this case the previous results regarding the spectrum of $T$ can be considerably improved. In a sense, the main reason for this is the following rather trivial-seeming lemma. We first need a definition.

## Definition 7.30

Let $X$ be a vector space and let $S \in L(X)$. A linear subspace $W \subset X$ is said to be invariant under $S$ if $S(W) \subset W$.

## Lemma 7.31

Let $\mathcal{K}$ be a Hilbert space and let $S \in B(\mathcal{K})$ be self-adjoint. If $\mathcal{M}$ is a closed linear subspace of $\mathcal{K}$ which is invariant under $S$ then $\mathcal{M}^{\perp}$ is also invariant under $S$.

## Proof

For any $u \in \mathcal{M}$ and $v \in \mathcal{M}^{\perp}$ we have $(S v, u)=(v, S u)=0$ (since $S$ is selfadjoint and $S u \in \mathcal{M})$, so $S v \in \mathcal{M}^{\perp}$, and hence $S\left(\mathcal{M}^{\perp}\right) \subset \mathcal{M}^{\perp}$, which proves the lemma.

This lemma will enable us to "split up" or decompose a self-adjoint operator and look at its action on various linear subspaces $\mathcal{M} \subset \mathcal{H}$, and also on the orthogonal complements $\mathcal{M}^{\perp}$. For a general operator $S \in B(\mathcal{H})$, even if $S$ is invariant on $\mathcal{M}$ it need not be invariant on $\mathcal{M}^{\perp}$, so this strategy fails in general. However, Lemma 7.31 ensures that this works for self-adjoint $T$. The main subspaces that we use to decompose $T$ will be $\operatorname{Ker} T$ and $\overline{\operatorname{Im} T}$ (since $0 \in \operatorname{Ker} T$ and $\operatorname{Im} T \subset \overline{\operatorname{Im} T}$, it is clear that both these spaces are invariant under $T$ ). Since $T$ is self-adjoint it follows from Corollary 3.36 and Lemma 6.11 that

$$
\begin{equation*}
\overline{\operatorname{Im} T}=(\operatorname{Ker} T)^{\perp} . \tag{7.8}
\end{equation*}
$$

From now on, $P$ will denote the orthogonal projection of $\mathcal{H}$ onto $\overline{\operatorname{Im} T}$. It then follows from (7.8) that $I-P$ is the orthogonal projection onto $\operatorname{Ker} T$. Also, the space $\overline{\operatorname{Im} T}$ is a separable Hilbert space (separability follows from Theorem 7.8). We will see that we can construct an orthonormal basis of $\overline{\operatorname{Im} T}$ consisting of eigenvectors of $T$ (regardless of whether $\mathcal{H}$ is separable). Since the restriction
of $T$ to the space $\operatorname{Ker} T$ is trivial, this will give a complete representation of the action of $T$ on $\mathcal{H}$.

Note that equation (7.8) certainly need not hold if $T$ is not self-adjoint consider the operator on $\mathbb{C}^{2}$ whose matrix is

$$
\left[\begin{array}{ll}
0 & 1  \tag{7.9}\\
0 & 0
\end{array}\right] .
$$

We saw above that a general compact operator need have no non-zero eigenvalue. This cannot happen when $T$ is a non-zero, self-adjoint, compact operator.

## Theorem 7.32

At least one of the numbers $\|T\|,-\|T\|$, is an eigenvalue of $T$.

## Proof

If $T$ is the zero operator the result is trivial so we may suppose that $T$ is non-zero. By Theorem 6.43 at least one of $\|T\|$ or $-\|T\|$ is in $\sigma(T)$, so by Theorem 7.25 this point must belong to $\sigma_{\mathrm{p}}(T)$.

We can summarize what we know at present about the spectrum of $T$ in the following theorem.

## Theorem 7.33

The set of non-zero eigenvalues of $T$ is non-empty and is either finite or consists of a sequence which tends to zero. Each non-zero eigenvalue is real and has finite multiplicity. Eigenvectors corresponding to different eigenvalues are orthogonal.

## Proof

Most of the theorem follows from Corollary 7.23 and Theorems 6.43, 7.19 and 7.32. To prove the final result, suppose that $\lambda_{1}, \lambda_{2} \in \mathbb{R}$, are distinct eigenvalues with corresponding eigenvectors $e_{1}, e_{2}$. Then, since $T$ is self-adjoint

$$
\lambda_{1}\left(e_{1}, e_{2}\right)=\left(T e_{1}, e_{2}\right)=\left(e_{1}, T e_{2}\right)=\lambda_{2}\left(e_{1}, e_{2}\right)
$$

which, since $\lambda_{1} \neq \lambda_{2}$, implies that $\left(e_{1}, e_{2}\right)=0$.

In view of Theorem 7.33 we can now order the eigenvalues of $T$ in the form of a non-empty, finite list $\lambda_{1}, \ldots, \lambda_{J}$, or a countably infinite list $\lambda_{1}, \lambda_{2}, \ldots$, in such a way that $\left|\lambda_{n}\right|$ decreases as $n$ increases and each eigenvalue $\lambda_{n}$ is repeated
in the list according to its multiplicity (more precisely, if $\lambda$ is an eigenvalue of $T$ with multiplicity $m_{\lambda}>0$, then $\lambda$ is repeated exactly $m_{\lambda}$ times in the list). Furthermore, for each $n$ we can use the by the Gram-Schmidt algorithm to construct an orthonormal basis of each space $\operatorname{Ker}\left(T-\lambda_{n} I\right)$ consisting of exactly $m_{\lambda_{n}}$ eigenvectors. Thus, listing the eigenvectors so constructed in the same order as the eigenvalues, we obtain a list of corresponding eigenvectors of the form $e_{1}, \ldots, e_{J}$ or $e_{1}, e_{2}, \ldots$ By the construction, eigenvectors in this list corresponding to the same eigenvalue are orthogonal, while by Theorem 7.33, eigenvectors corresponding to different eigenvalues are orthogonal. Hence the complete list is an orthonormal set.

At present we do not know how many non-zero eigenvalues there are. To deal with both the finite and infinite case we will, for now, denote this number by $J$, where $J$ may be a finite integer or " $J=\infty$ ", and we will write the above lists in the form $\left\{\lambda_{n}\right\}_{n=1}^{J},\left\{e_{n}\right\}_{n=1}^{J}$. We will show that $J$ is, in fact, equal to $r(T)$, the rank of $T$ (which may be finite or $\infty$ here). We will also show that $\left\{e_{n}\right\}_{n=1}^{J}$ is an orthonormal basis for the Hilbert space $\overline{\operatorname{Im} T}$.

## Theorem 7.34

The number of non-zero eigenvalues of $T$ (repeated according to multiplicity) is equal to $r(T)$. The set of eigenvectors $\left\{e_{n}\right\}_{n=1}^{r(T)}$ constructed above is an orthonormal basis for $\overline{\operatorname{Im} T}$ and the operator $T$ has the representation,

$$
\begin{equation*}
T x=\sum_{n=1}^{r(T)} \lambda_{n}\left(x, e_{n}\right) e_{n} \tag{7.10}
\end{equation*}
$$

where $\left\{\lambda_{n}\right\}_{n=1}^{r(T)}$ is the set of non-zero eigenvalues of $T$.

## Proof

Let $\mathcal{M}=\overline{\operatorname{Sp}}\left\{e_{n}\right\}_{n=1}^{J}$, so that $\left\{e_{n}\right\}_{n=1}^{J}$ is an orthonormal basis for $\mathcal{M}$ (by Theorem 3.47). We will show that $\mathcal{M}=\overline{\operatorname{Im} T}$, and hence we must have $J=r(T)$ (in either the finite or infinite case). Recall that if $r(T)<\infty$ then $\operatorname{Im} T$ is closed, so $\operatorname{Im} T=\overline{\operatorname{Im} T}$.

By Theorem 3.47, for any $u \in \mathcal{M}$ we have $u=\sum_{n=1}^{J} \alpha_{n} e_{n}$, where $\alpha_{n}=$ $\left(u, e_{n}\right), n=1, \ldots, J$. Thus, if $J=\infty$,

$$
u=\lim _{k \rightarrow \infty} \sum_{n=1}^{k} \alpha_{n} \lambda_{n}^{-1} T e_{n}=\lim _{k \rightarrow \infty} T\left(\sum_{n=1}^{k} \alpha_{n} \lambda_{n}^{-1} e_{n}\right) \in \overline{\operatorname{Im} T}
$$

and so $\mathcal{M} \subset \overline{\operatorname{Im} T}$; a similar argument holds when $J$ is finite (without the


We will now show that $\mathcal{M}^{\perp} \subset \operatorname{Ker} T$, which implies that $\mathcal{M}^{\perp}=\operatorname{Ker} T$, and hence $\mathcal{M}=\mathcal{M}^{\perp \perp}=\overline{\operatorname{Im} T}$ (by Corollary 3.35 and (7.8)), which is the desired result.

If $J=\infty$ and $u \in \mathcal{M}$, we have

$$
\begin{aligned}
T u & =T\left(\lim _{k \rightarrow \infty} \sum_{n=1}^{k} \alpha_{n} e_{n}\right)=\lim _{k \rightarrow \infty} \sum_{n=1}^{k} \alpha_{n} T e_{n}=\lim _{k \rightarrow \infty} \sum_{n=1}^{k} \lambda_{n} \alpha_{n} e_{n} \\
& =\sum_{n=1}^{\infty} \lambda_{n} \alpha_{n} e_{n} \in \mathcal{M}
\end{aligned}
$$

and again a similar calculation holds (without the limits) if $J<\infty$. Thus $\mathcal{M}$ is invariant under $T$. Lemma 7.31 now implies that $\mathcal{N}=\mathcal{M}^{\perp}$ is invariant under $T$. Let $T_{\mathcal{N}}$ denote the restriction of $T$ to $\mathcal{N}$. It can easily be checked that $T_{\mathcal{N}}$ is a self-adjoint, compact operator on the Hilbert space $\mathcal{N}$, see Exercise 7.24. Now suppose that $T_{\mathcal{N}}$ is not the zero operator on $\mathcal{N}$. Then by Theorem $7.32, T_{\mathcal{N}}$ must have a non-zero eigenvalue, say $\widetilde{\lambda}$, with corresponding non-zero eigenvector $\widetilde{e} \in \mathcal{N}$, so by definition, $T \widetilde{e}=T_{\mathcal{N}} \widetilde{e}=\widetilde{\lambda} \widetilde{e}$. However, this implies that $\widetilde{\lambda}$ is a non-zero eigenvalue of $T$, so we must have $\widetilde{\lambda}=\lambda_{n}$, for some $n$, and $\widetilde{e}$ must belong to the subspace spanned by the eigenvectors corresponding to $\lambda_{n}$. But this subspace lies in $\mathcal{M}$, so $\widetilde{e} \in \mathcal{M}$ which contradicts $\widetilde{e} \in \mathcal{N}=\mathcal{M}^{\perp}$ (since $\widetilde{e} \neq 0$ ). Thus $T_{\mathcal{N}}$ must be the zero operator. In other words, $T v=T_{\mathcal{N}} v=0$ for all $v \in \mathrm{~N}$, or $\mathcal{M}^{\perp}=\mathcal{N} \subset \operatorname{Ker} T$, which is what we asserted above, and so completes the proof that $\mathcal{M}=\overline{\operatorname{Im} T}$.

Finally, for any $x \in \mathcal{H}$ we have $(I-P) x \in \mathcal{M}^{\perp}$ so

$$
\begin{equation*}
\left(x, e_{n}\right)=\left(P x+(I-P) x, e_{n}\right)=\left(P x, e_{n}\right), \tag{7.11}
\end{equation*}
$$

for all $n$ (since $e_{n} \in \mathcal{M}$ ), and hence

$$
T x=T(P x+(I-P) x)=T P x=\sum_{n=1}^{J} \lambda_{n}\left(P x, e_{n}\right) e_{n}=\sum_{n=1}^{J} \lambda_{n}\left(x, e_{n}\right) e_{n}
$$

by the above calculation.
The representation (7.10) of the self-adjoint operator $T$ is an infinitedimensional version of the well-known result in finite dimensional linear algebra that a self-adjoint matrix can be diagonalized by choosing a basis consisting of eigenvectors of the matrix.

The orthonormal set of eigenvectors $\left\{e_{n}\right\}_{n=1}^{r(T)}$ constructed above is an orthonormal basis for the space $\overline{\operatorname{Im} T}$ but not for the whole space $\mathcal{H}$, unless $\overline{\operatorname{Im} T}=\mathcal{H}$. By (7.8) and Lemma 3.29, this holds when $\operatorname{Ker} T=\{0\}$, that is, when $T$ is one-to-one, so we have the following result.

## Corollary 7.35

If $\operatorname{Ker} T=\{0\}$ then the set of eigenvectors $\left\{e_{n}\right\}_{n=1}^{r(T)}$ is an orthonormal basis for $\mathcal{H}$. In particular, if $\mathcal{H}$ is infinite-dimensional and $\operatorname{Ker} T=\{0\}$ then $T$ has infinitely many distinct eigenvalues.

If $\mathcal{H}$ is separable we can also obtain a basis of $\mathcal{H}$ consisting of eigenvectors of $T$, even when $\operatorname{Ker} T \neq\{0\}$.

## Corollary 7.36

Suppose that $\mathcal{H}$ is separable. Then there exists an orthonormal basis of $\mathcal{H}$ consisting entirely of eigenvectors of $T$. This basis has the form $\left\{e_{n}\right\}_{n=1}^{r(T)} \cup$ $\left\{z_{m}\right\}_{m=1}^{n(T)}$, where $\left\{e_{n}\right\}_{n=1}^{r(T)}$ is an orthonormal basis of $\overline{\operatorname{Im} T}$ and $\left\{z_{m}\right\}_{m=1}^{n(T)}$ is an orthonormal basis of $\operatorname{Ker} T$.

## Proof

Since $\mathcal{H}$ is separable, $\operatorname{Ker} T$ is a separable Hilbert space (by Lemma 3.25 and Exercise 3.25), so by Theorem 3.52 there is an orthonormal basis for $\operatorname{Ker} T$, which we write in the form $\left\{z_{m}\right\}_{m=1}^{n(T)}$ (where $n(T)$ may be finite or infinite). By definition, for each $m$ we have $T z_{m}=0$, so $z_{m}$ is an eigenvector of $T$ corresponding to the eigenvalue $\lambda=0$. Now, the union $E=\left\{e_{n}\right\}_{n=1}^{r(T)} \cup\left\{z_{m}\right\}_{m=1}^{n(T)}$ is a countable orthonormal set in $\mathcal{H}$. In fact, it is a basis for $\mathcal{H}$. To see this, notice that by Theorem 3.47 we have

$$
\begin{aligned}
x & =P x+(I-P) x=\sum_{n=1}^{r(T)}\left(P x, e_{n}\right) e_{n}+\sum_{m=1}^{n(T)}\left((I-P) x, z_{m}\right) z_{m} \\
& =\sum_{n=1}^{r(T)}\left(x, e_{n}\right) e_{n}+\sum_{m=1}^{n(T)}\left(x, z_{m}\right) z_{m},
\end{aligned}
$$

using (7.11) and, similarly, $\left((I-P) x, z_{m}\right)=\left(x, z_{m}\right)$ for each $m$. Hence, by Theorem 3.47 again, $E$ is an orthonormal basis for $\mathcal{H}$.

In Theorem 7.26 we discussed the existence of solutions of the equations (7.5) for the case of a general compact operator $T$. When $T$ is self-adjoint we can use the representation of $T$ in (7.10) to give a corresponding representation of the solutions.

## Theorem 7.37

Let $\left\{\lambda_{n}\right\}_{n=1}^{r(T)}$ and $\left\{e_{n}\right\}_{n=1}^{r(T)}$ be the set of non-zero eigenvalues of $T$ and the corresponding orthonormal set of eigenvectors constructed above. Then for any $\lambda \neq 0$, one of the following alternatives holds for the equation

$$
\begin{equation*}
(T-\lambda I) x=p . \tag{7.12}
\end{equation*}
$$

(a) If $\lambda$ is not an eigenvalue then equation (7.12) has a unique solution, and this solution has the form

$$
\begin{equation*}
x=\sum_{n=1}^{r(T)} \frac{\left(p, e_{n}\right)}{\lambda_{n}-\lambda} e_{n}-\frac{1}{\lambda}(I-P) p . \tag{7.13}
\end{equation*}
$$

(b) If $\lambda$ is an eigenvalue then, letting $E$ denote the set of integers $n$ for which $\lambda_{n}=\lambda$, equation (7.12) has a solution if and only if

$$
\begin{equation*}
\left(p, e_{n}\right)=0, \quad n \in E . \tag{7.14}
\end{equation*}
$$

If (7.14) holds then the set of solutions of (7.12) has the form

$$
\begin{equation*}
x=\sum_{\substack{n=1 \\ n \notin E}}^{r(T)} \frac{\left(p, e_{n}\right)}{\lambda_{n}-\lambda} e_{n}-\frac{1}{\lambda}(I-P) p+z, \tag{7.15}
\end{equation*}
$$

where $z=\sum_{n \in E} \alpha_{n} e_{n}$ is an arbitrary element of $\operatorname{Ker}(T-\lambda I)$.

## Proof

The existence of solutions of (7.12) under the stated conditions follows from Theorem 7.26. To show that the solutions have the stated form we note that since $\left\{e_{n}\right\}_{n=1}^{r(T)}$ is an orthonormal basis for $\overline{\operatorname{Im} T}=(\operatorname{Ker} T)^{\perp}$, we have

$$
x=\sum_{n=1}^{r(T)}\left(x, e_{n}\right) e_{n}+(I-P) x, \quad p=\sum_{n=1}^{r(T)}\left(p, e_{n}\right) e_{n}+(I-P) p,
$$

(using (7.11)) and hence, from (7.12),

$$
(T-\lambda I) x=\sum_{n=1}^{r(T)}\left(x, e_{n}\right)\left(\lambda_{n}-\lambda\right) e_{n}-\lambda(I-P) x=\sum_{n=1}^{r(T)}\left(p, e_{n}\right) e_{n}+(I-P) p
$$

Taking the inner product of both sides of this formula with $e_{k}$, for any $1 \leq k \leq$ $r(T)$, and assuming that $\lambda$ is not an eigenvalue we have

$$
\begin{equation*}
\left(x, e_{k}\right)\left(\lambda_{k}-\lambda\right)=\left(p, e_{k}\right) \quad \text { and so } \quad\left(x, e_{k}\right)=\frac{\left(p, e_{k}\right)}{\lambda_{k}-\lambda} \tag{7.16}
\end{equation*}
$$

Also, taking the orthogonal projection of both sides of the above formula onto Ker $T$ yields

$$
-\lambda(I-P) x=(I-P) p
$$

The formula (7.13) now follows immediately from these two results. This proves alternative (a). The proof of alternative (b) is similar. Notice that when $k \in E$, conditions (7.14) ensure that the first equation in (7.16) is satisfied by arbitrary coefficients $\left(x, e_{k}\right)=\alpha_{k}$ say (and we avoid the difficulty caused by the term $\lambda_{n}-\lambda$ in the denominator). The corresponding term $\alpha_{k} e_{k}$ contributes to the arbitrary element in $\operatorname{Ker}(T-\lambda I)$ in the expression for the solution $x$.

## EXERCISES

7.24 Suppose that $\mathcal{H}$ is a Hilbert space, $T \in B(\mathcal{H})$ is a self-adjoint, compact operator on $\mathcal{H}$ and $\mathcal{N}$ is a closed linear subspace of $\mathcal{H}$ which is invariant under $T$. Let $T_{\mathcal{N}}$ denote the restriction of $T$ to $\mathcal{N}$. Show that $T_{\mathcal{N}}$ is a self-adjoint, compact operator on the Hilbert space $\mathcal{N}$.
7.25 Let $\left\{\lambda_{n}\right\}$ be a sequence of non-zero real numbers which tend to zero. Show that if $\mathcal{H}$ is an infinite-dimensional Hilbert space then there exists a self-adjoint, compact operator on $\mathcal{H}$ whose set of non-zero eigenvalues is the set $\left\{\lambda_{n}\right\}$.
[Hint: see Exercise 7.11.]
7.26 If $S \in B(\mathcal{H})$ is a positive, compact operator then Lemma 6.46 shows that any eigenvalue of $S$ is positive, while Theorem 6.58 constructs a positive square root $R$ of $S$. Using the notation of Theorem 7.34, define $\widetilde{R} \in L(\mathcal{H})$ by

$$
\widetilde{R} x=\sum_{n=1}^{r(S)} \sqrt{\lambda_{n}}\left(x, e_{n}\right) e_{n} .
$$

Show that $\widetilde{R}$ is a positive, compact square root of $S$ (and so equals $R$ by the uniqueness result in Theorem 6.58). Are there other square roots of $S$ ? If so, are they positive?
7.27 (Singular value decomposition.) Recall that if $S \in B(\mathcal{H})$ is a compact operator ( $S$ need not be self-adjoint) then the operator $S^{*} S$ is positive, $\operatorname{Ker} S^{*} S=\operatorname{Ker} S$ and $r(S)=r\left(S^{*} S\right)$, by Example 6.47 and Exercises 6.5 and 7.6. Let $\left\{\lambda_{n}\right\}_{n=1}^{r(S)}$ be the non-zero (hence positive) eigenvalues of the positive operator $S^{*} S$, and let $\left\{e_{n}\right\}_{n=1}^{r(S)}$ be the corresponding orthonormal set of eigenvectors. For $n=1, \ldots, r(S)$,
let $\mu_{n}=\sqrt{\lambda_{n}}$ (taking the positive square roots). Show that there exists an orthonormal set $\left\{f_{n}\right\}_{n=1}^{r(S)}$, in $\mathcal{H}$, such that

$$
\begin{equation*}
S e_{n}=\mu_{n} f_{n}, \quad S^{*} f_{n}=\mu_{n} e_{n}, \quad n=1, \ldots, r(S) \tag{7.17}
\end{equation*}
$$

and

$$
\begin{equation*}
S x=\sum_{n=1}^{r(S)} \mu_{n}\left(x, e_{n}\right) f_{n} \tag{7.18}
\end{equation*}
$$

for any $x \in \mathcal{H}$. The real numbers $\mu_{n}, n=1, \ldots, r(S)$, are called the singular values of $S$ and the formula (7.18) is called the singular value decomposition of $S$ (if 0 is an eigenvalue of $S^{*} S$ then 0 is also a singular value of $S$, but this does not contribute to the singular value decomposition (7.18)).

Show that if $S$ is self-adjoint then the non-zero singular values of $S$ are the absolute values of the eigenvalues of $S$.
7.28 It follows from Exercise 7.27 that any compact operator $S$ on a Hilbert space $\mathcal{H}$ has the form discussed in Exercises 7.11 and 7.12. In fact, the operators discussed there seem to be more general since the numbers $\alpha_{n}$ may be complex, whereas the numbers $\mu_{n}$ in Exercise 7.27 are real and positive. Are the operators in Exercises 7.11 and 7.12 really more general?
7.29 Obtain the singular value decomposition of the operator on $\mathbb{C}^{2}$ represented by the matrix (7.9).
7.30 Let $\mathcal{H}$ be an infinite-dimensional Hilbert space with an orthonormal basis $\left\{g_{n}\right\}$, and let $S$ be a Hilbert-Schmidt operator on $\mathcal{H}$ (see Definition 7.15), with singular values $\left\{\mu_{n}\right\}_{n=1}^{r(S)}$ (where $r(S)$ may be finite or infinite). Show that

$$
\sum_{n=1}^{r(S)}\left\|S g_{n}\right\|^{2}=\sum_{n=1}^{r(S)} \mu_{n}^{2}
$$

7.31 Show that if $S$ is a compact operator on a Hilbert space $\mathcal{H}$ with infinite rank then $\operatorname{Im} S$ is not closed.
[Hint: use Exercises 7.12 and 7.27.]

## 8

## Integral and Differential Equations

In this chapter we consider two of the principal areas of application of the theory of compact operators from Chapter 7 . These are the study of integral and differential equations. Integral equations give rise very naturally to compact operators, and so the theory can be applied almost immediately to such equations. On the other hand, as we have seen before, differential equations tend to give rise to unbounded linear transformations, so the theory of compact operators cannot be applied directly. However, with a bit of effort the differential equations can be transformed into certain integral equations whose corresponding linear operators are compact. In effect, we construct compact integral operators by "inverting" the unbounded differential linear transformations, and we apply the theory to these integral operators. Thus, in a sense, the theory of differential equations which we will consider is a consequence of the theory of integral equations. We therefore consider integral equations first.

### 8.1 Fredholm Integral Equations

We have already looked briefly at integral operators acting in the Banach space $X=C[a, b], a, b \in \mathbb{R}$, in Examples 4.7 and 4.41. However, we will now consider such operators more fully, using also the space $\mathcal{H}=L^{2}[a, b]$. For many purposes here the space $\mathcal{H}$ is more convenient than $X$ because $\mathcal{H}$ is a Hilbert space rather than a Banach space, so all the results of Chapter 7 are available in this setting. Throughout this chapter $(\cdot, \cdot)$ will denote the usual inner product on
$L^{2}[a, b]$. However, to distinguish between the norms on $\mathcal{H}$ and $X$, these will be denoted by $\|\cdot\|_{\mathcal{H}}$ and $\|\cdot\|_{X}$ respectively. We use a similar notation for norms of operators on these spaces. We will also need the following linear subspaces of $X$. For $k=1,2, \ldots$, let

$$
C^{k}[a, b]=\left\{u \in C[a, b]: u^{(n)} \in C[a, b], n=1, \ldots, k\right\}
$$

where $u^{(n)}$ denotes the $n$th derivative of $u$. These subspaces can be given norms which turn them into Banach spaces in their own right, but we will merely consider them as subspaces of $X$.

We note that, since we will be using the spectral theory from Chapter 7, it will be assumed throughout this chapter, unless otherwise stated, that all the spaces used are complex. Of course, in many situations one has "real" equations and real-valued solutions are desired. In many cases it can easily be deduced (often by simply taking a complex conjugate) that the solutions we obtain in complex spaces are in fact real-valued. An example of such an argument is given in Exercise 8.1. Similar arguments work for the equations discussed in the following sections, but for brevity we will not consider this further.

We define the sets

$$
\begin{aligned}
R_{a, b} & =[a, b] \times[a, b] \subset \mathbb{R}^{2} \\
\Delta_{a, b} & =\left\{(s, t) \in R_{a, b}: t \leq s\right\}
\end{aligned}
$$

(geometrically, $R_{a, b}$ is a rectangle in the plane $\mathbb{R}^{2}$ and $\Delta_{a, b}$ is a triangle in $\left.R_{a, b}\right)$. Suppose that $k: R_{a, b} \rightarrow \mathbb{C}$ is continuous. For each $s \in[a, b]$ we define the function $k_{s} \in X$ by $k_{s}(t)=k(s, t), t \in[a, b]$ (see the solution of Example 4.7). Also, we define numbers $M, N$ by

$$
\begin{aligned}
M & =\max \left\{|k(s, t)|:(s, t) \in R_{a, b}\right\} \\
N^{2} & =\int_{a}^{b} \int_{a}^{b}|k(s, t)|^{2} d s d t=\int_{a}^{b}\left\{\int_{a}^{b}\left|k_{s}(t)\right|^{2} d t\right\} d s=\int_{a}^{b}\left\|k_{s}\right\|_{\mathcal{H}}^{2} d t
\end{aligned}
$$

Now, for any $u \in \mathcal{H}$, define a function $f:[a, b] \rightarrow \mathbb{C}$ by

$$
\begin{equation*}
f(s)=\int_{a}^{b} k(s, t) u(t) d t \tag{8.1}
\end{equation*}
$$

## Lemma 8.1

For any $u \in \mathcal{H}$ the function $f$ defined by (8.1) belongs to $X \subset \mathcal{H}$. Furthermore,

$$
\begin{align*}
\|f\|_{X} & \leq M(b-a)^{1 / 2}\|u\|_{\mathcal{H}}  \tag{8.2}\\
\|f\|_{\mathcal{H}} & \leq N\|u\|_{\mathcal{H}} \tag{8.3}
\end{align*}
$$

## Proof

Suppose that $\epsilon>0$ and $s \in[a, b]$. Choosing $\delta>0$ as in the solution of Example 4.7 and following that solution, we find that for any $s^{\prime} \in[a, b]$, with $\left|s-s^{\prime}\right|<\delta$,

$$
\begin{aligned}
\left|f(s)-f\left(s^{\prime}\right)\right| & \leq \int_{a}^{b}\left|k(s, t)-k\left(s^{\prime}, t\right)\|u(t) \mid d t \leq\| k_{s}-k_{s^{\prime}}\left\|_{\mathcal{H}}\right\| u \|_{\mathcal{H}}\right. \\
& \leq \epsilon(b-a)^{1 / 2}\|u\|_{\mathcal{H}}
\end{aligned}
$$

by the Cauchy-Schwarz inequality (note that we are using the $L^{2}[a, b]$ norm here rather than the $C[a, b]$ norm used in Example 4.7). This shows that $f$ is continuous. A similar calculation shows that

$$
|f(s)| \leq \int_{a}^{b}\left|k(s, t)\|u(t) \mid d t \leq\| k_{s}\left\|_{\mathcal{H}}\right\| u \|_{\mathcal{H}}\right.
$$

from which we can derive (8.2), and also

$$
\int_{a}^{b}|f(s)|^{2} d s \leq\|u\|_{\mathcal{H}}^{2} \int_{a}^{b}\left\|k_{s}\right\|_{\mathcal{H}}^{2} d s
$$

from which we obtain (8.3).
By Lemma 8.1 we can now define an operator $K: \mathcal{H} \rightarrow \mathcal{H}$ by putting $K u=f$, for any $u \in \mathcal{H}$, where $f$ is defined by (8.1). It can readily be verified that $K$ is linear and, by Lemma 8.1, $K$ is bounded with

$$
\|K\|_{\mathcal{H}} \leq N
$$

The operator $K$ is called a Fredholm integral operator (or simply an integral operator), and the function $k$ is called the kernel of the operator $K$. This is a different usage of the term "kernel" to its previous use to denote the kernel (null-space) of a linear operator. Unfortunately, both these terminologies are well established. To avoid confusion, from now on we will use the term "kernel" to mean the above kernel function of an integral operator, and we will avoid using it in the other sense. However, we will continue to use the notation $\operatorname{Ker} T$ to denote the null-space of an operator $T$.

If we regard $f$ as known and $u$ as unknown then (8.1) is called an integral equation. In fact, this type of equation is known as a first kind Fredholm integral equation. A second kind Fredholm integral equation is an equation of the form

$$
\begin{equation*}
f(s)=u(s)-\mu \int_{a}^{b} k(s, t) u(t) d t, \quad s \in[a, b] \tag{8.4}
\end{equation*}
$$

where $0 \neq \mu \in \mathbb{C}$. Equations (8.1) and (8.4) can be written in operator form as

$$
\begin{align*}
K u & =f  \tag{8.5}\\
(I-\mu K) u & =f \tag{8.6}
\end{align*}
$$

It will be seen below that there is an extensive and satisfactory theory of solvability of second kind equations, based on the results of Chapter 7, while the theory for first kind equations is considerably less satisfactory.

## Remark 8.2

In the $L^{2}[a, b]$ setting it is not necessary for the kernel $k$ to be a continuous function. Assuming that $k$ is square integrable on the region $R_{a, b}$ would suffice for most of the results below, and many such operators arise in practice. However, Lemma 8.1 would then be untrue, and rather more Lebesgue measure and integration theory than we have outlined in Chapter 1 would be required even to show that the formula (8.1) defines a reasonable (measurable) function $f$ in this case. It would also be more difficult to justify the various integral manipulations which will be performed below. Since all our applications will have continuous kernels we will avoid these purely measure-theoretic difficulties by assuming throughout that $k$ is continuous. Standard Riemann integration theory will then (normally) suffice. This assumption also has a positive benefit (in addition to avoiding Lebesgue integration theory) in that it will enable us to prove Theorem 8.12 below, which would be untrue for general $L^{2}$ kernels $k$, and which will strengthen some results in the following sections on differential equations.

One of the most important properties of $K$ is that it is compact. Once we have shown this we can apply the theory from Chapter 7 to the operator $K$ and to equations (8.5) and (8.6).

## Theorem 8.3

The integral operator $K: \mathcal{H} \rightarrow \mathcal{H}$ is compact.

## Proof

We will show that $K$ is a Hilbert-Schmidt operator, and hence is compact (see Theorem 7.16). Let $\left\{e_{n}\right\}$ be an orthonormal basis for $\mathcal{H}$ (such a basis exists, see Theorem 3.54 for instance). For each $s \in[a, b]$ and $n \in \mathbb{N}$,

$$
\left(K e_{n}\right)(s)=\int_{a}^{b} k(s, t) e_{n}(t) d t=\left(k_{s}, \bar{e}_{n}\right)
$$

where $\bar{e}_{n}$ is the complex conjugate of $e_{n}$. By Theorem 3.47 , the sequence $\left\{\bar{e}_{n}\right\}$ is also an orthonormal basis and

$$
\begin{aligned}
\sum_{n=1}^{\infty}\left\|K e_{n}\right\|_{\mathcal{H}}^{2} & =\sum_{n=1}^{\infty} \int_{a}^{b}\left|\left(k_{s}, \bar{e}_{n}\right)\right|^{2} d s=\int_{a}^{b} \sum_{n=1}^{\infty}\left|\left(k_{s}, \bar{e}_{n}\right)\right|^{2} d s \\
& =\int_{a}^{b}\left\|k_{s}\right\|_{\mathcal{H}}^{2} d s<\infty
\end{aligned}
$$

which completes the proof. We note that, by Lemma 8.1, each term $\left|\left(k_{s}, \bar{e}_{n}\right)\right|^{2}$ is continuous in $s$ and non-negative, so the above analytic manipulations can be justified using Riemann integration.

In Chapter 7 the adjoint of an operator played an important role. We now describe the adjoint, $K^{*}$, of the operator $K$.

## Theorem 8.4

The adjoint operator $K^{*}: \mathcal{H} \rightarrow \mathcal{H}$ of $K$ is given by the formula

$$
\left(K^{*} v\right)(t)=\int_{a}^{b} \overline{k(s, t)} v(s) d s
$$

for any $v \in \mathcal{H}$.

## Proof

For any $u, v \in \mathcal{H}$,

$$
\begin{aligned}
(K u, v) & =\int_{a}^{b}\left\{\int_{a}^{b} k(s, t) u(t) d t\right\} \overline{v(s)} d s=\int_{a}^{b} u(t) \overline{\left\{\int_{a}^{b} \overline{k(s, t)} v(s) d s\right\}} d t \\
& =\left(u, K^{*} v\right)
\end{aligned}
$$

by the definition of the adjoint (see also the remark below). Since $u$ and $v$ are arbitrary this proves the result.

## Remark 8.5

The change of order of the integrations in the above proof is not trivial for general functions $u, v \in L^{2}[a, b]$. It follows from a general theorem in Lebesgue integration called Fubini's theorem, see Theorem 6.7 in [4] or Theorem 2.4.17 in [8]. However, we can avoid using Fubini's theorem by the following method, which is commonly used in proving results in $L^{2}$ and other spaces. Let $X$ be a normed space and suppose that we can choose a dense subset $Y \subset X$ consisting
of "nice" elements $y$ for which it is relatively easy to prove the required formula. We then extend this to the whole space by letting $x \in X$ be arbitrary and choosing a sequence $\left\{y_{n}\right\}$ in $Y$ with $y_{n} \rightarrow x$ and taking limits in the formula. Assuming that the formula has suitable continuity properties this procedure will be valid (see Corollary 1.29). For instance, in the above case the dense set we choose is the set of continuous functions (by Theorem 1.62 this set is dense in $\left.L^{2}[a, b]\right)$. For continuous functions $u$, $v$ the above proof only requires the theory of Riemann integration. Now, for any $u, v \in \mathcal{H}$, choose sequences of continuous functions $\left\{u_{n}\right\},\left\{v_{n}\right\}$ such that $u_{n} \rightarrow u, v_{n} \rightarrow v$. The desired result holds for all $u_{n}, v_{n}$, so taking the limit and using the continuity of the integral operators and the inner product then gives the result for $u, v \in \mathcal{H}$. Of course we have not entirely avoided the use of Lebesgue integration theory by this method since we needed to know that the set of continuous functions is dense in $\mathcal{H}$ (Theorem 1.62).

## Definition 8.6

If $k(s, t)=\overline{k(t, s)}$, for all $s, t \in[a, b]$, then $k$ is Hermitian. If $k$ is real-valued and Hermitian then $k$ is symmetric.

## Corollary 8.7

If $k$ is Hermitian (or symmetric) then the integral operator $K$ is self-adjoint.

We can now apply the general results of Chapter 7 to equations (8.5) and (8.6). We begin by considering the first kind equation (8.5). Since $K$ is compact it follows from Corollary 7.7 that $K$ is not invertible in $B(\mathcal{H})$. Thus, in the terminology of Chapter 7, equation (8.5) is not well-posed, that is, for a given $f \in \mathcal{H}$, the equation may not have a solution, or, if it does, this solution may not depend continuously on $f$. First kind equations are not completely devoid of interest and they do arise in certain applications. However, their theory is considerably more delicate than that of second kind equations, and we will not consider them further here.

Next we consider the second kind equation (8.6). We first observe that, although it is conventional to write equation (8.6) in the above form, the position of the parameter $\mu$ in (8.6) is slightly different to that of $\lambda$ in the equations considered in Chapter 7, see (7.1) and (7.2) in particular. We thus make the following definition.

## Definition 8.8

Let $V$ be a vector space and $T \in L(V)$. A scalar $\mu \in \mathbb{F}$ is a characteristic value of $T$ if the equation $v-\mu T v=0$ has a non-zero solution $v \in V$. Characteristic values of matrices are defined similarly.

Note that, for any $T$, the point $\mu=0$ cannot be a characteristic value of $T$, and $\mu \neq 0$ is a characteristic value of $T$ if and only if $\lambda=\mu^{-1}$ is an eigenvalue of $T$. Thus there is a one-to-one correspondence between characteristic values and non-zero eigenvalues of $T$.

Now, the homogeneous version of (8.6) can be written as $(I-\mu K) u=0$ so $\mu$ is a characteristic value of $K$ if this equation has a non-zero solution $u$ (note that here, "non-zero" $u$ means non-zero as an element of $X$ or $\mathcal{H}$, that is, $u \not \equiv 0$ - it does not mean that $u(s) \neq 0$ for all $s \in[a, b])$. We can therefore explain the distinction between first and second kind equations by the observation that the first kind equation (8.5) corresponds to the ("bad") case $\lambda=0$ in Chapter 7, while the second kind equation (8.6) corresponds to the ("good") case $\lambda \neq 0$.

With these remarks in mind, the results of Chapter 7 can easily be applied to equation (8.6). In particular, Theorem 7.26 yields the following result.

## Theorem 8.9

For any fixed $\mu \in \mathbb{C}$ the Fredholm alternative holds for the second kind Fredholm integral equation (8.6). That is, either (a) $\mu$ is not a characteristic value of $K$ and the equation has a unique solution $u \in \mathcal{H}$ for any given $f \in \mathcal{H}$; or (b) $\mu$ is a characteristic value of $K$ and the corresponding homogeneous equation has non-zero solutions, while the inhomogeneous equation has (non-unique) solutions if and only if $f$ is orthogonal to the subspace $\operatorname{Ker}\left(I-\bar{\mu} K^{*}\right)$. Furthermore, if the kernel $k$ is Hermitian then the results of Section 7.3 also apply to (8.6).

## Remark 8.10

The dichotomy between first and second kind equations (that is, between $\lambda=0$ and $\lambda \neq 0$ ) may still seem somewhat mysterious. Another way of seeing why there is such a distinction is to note that, by Lemma 8.1, the range of $K$ consists of continuous functions. Clearly, therefore, equation (8.5) cannot have a solution if $f$ is discontinuous. Now, although the set of continuous functions is dense in $L^{2}[a, b]$, there is a well-defined sense in which there are more discontinuous than continuous functions in $L^{2}[a, b]$ (it is very easy to turn a continuous function into a discontinuous function - just change the value at a single point; it is not so easy to go the other way in general). Thus (8.5) is only solvable for a "small", but dense, set of functions $f$. This is reflected in the lack of well-posedness
of this equation. On the other hand, rearranging (8.6) merely leads to the necessary condition that the difference $f-u$ must be continuous (even though $f$ and $u$ need not be continuous individually). This clearly does not prevent solutions existing, it merely tells us something about the solution, and so is consistent with the above solvability theory.

## Example 8.11

We illustrate the above results by considering the second kind Fredholm equation

$$
\begin{equation*}
u(s)-\mu \int_{0}^{1} e^{s-t} u(t) d t=f(s) \tag{8.7}
\end{equation*}
$$

for $s \in[0,1]$ and some constant $\mu \neq 0$. By rearranging this equation it is clear that any solution $u$ has the form

$$
\begin{equation*}
u(s)=f(s)+\left(\mu \int_{0}^{1} e^{-t} u(t) d t\right) e^{s}=f(s)+c e^{s} \tag{8.8}
\end{equation*}
$$

where $c$ is an unknown (at present) constant. Substituting this into (8.7) we find that

$$
\begin{equation*}
c(1-\mu)=\mu \int_{0}^{1} e^{-t} f(t) d t \tag{8.9}
\end{equation*}
$$

Now suppose that $\mu \neq 1$. Then $c$ is uniquely determined by (8.9), and so (8.7) has the unique solution

$$
u(s)=f(s)+\frac{\mu \int_{0}^{1} e^{-t} f(t) d t}{1-\mu} e^{s}
$$

On the other hand, if $\mu=1$, then (8.9) has no solution unless

$$
\begin{equation*}
\int_{0}^{1} e^{-t} f(t) d t=0 \tag{8.10}
\end{equation*}
$$

in which case any $c \in \mathbb{C}$ satisfies (8.9), and the formula (8.8), with arbitrary $c$, provides the complete set of solutions of (8.7). In this case, the homogeneous equation corresponding to the adjoint operator is

$$
v(t)-\int_{0}^{1} e^{s-t} v(s) d s=0
$$

for $s \in[0,1]$, and it can be shown, by similar arguments, that any solution of this equation is a scalar multiple of the function $v(t)=e^{-t}$, that is, the set of solutions of this equation is a 1-dimensional subspace spanned by this function. Thus the condition (8.10) coincides with the solvability condition given by the Fredholm alternative.

So far we have only considered solutions of equation (8.6) in the space $\mathcal{H}$, primarily because this space is a Hilbert space and the general theory works better in Hilbert spaces. However, in particular problems the Banach space $X=C[a, b]$ may be more natural. We will show that, when $k$ is continuous, solvability results in $X$ can be deduced from those in $\mathcal{H}$. We first note that by Lemma 8.1, $K u \in X$, for all $u \in X$, so we can also regard $K$ as an operator from $X$ to $X$. When it is necessary to emphasize the distinction, we will let $K_{\mathcal{H}}, K_{X}$, denote the operator $K$ considered in the spaces $\mathcal{H}$ and $X$, respectively. This distinction is not trivial. It is conceivable that the equation $u=\mu K u$ could have a non-zero solution $u \in \mathcal{H}$, but no non-zero solution in $X$, that is, $K_{\mathcal{H}}$ might have more characteristic values than $K_{X}$ (any non-zero solution $u \in X$ is automatically in $\mathcal{H}$, so any characteristic value of $K_{X}$ is a characteristic value of $K_{\mathcal{H}}$ ). Also, equation (8.6) might only have a solution $u \in \mathcal{H} \backslash X$, that is, (8.6) could be solvable in $\mathcal{H}$ but not in $X$, even when $f \in X$. These possibilities can certainly occur for general $L^{2}$ kernels, but the following theorem shows that they cannot occur when $k$ is continuous. We leave the proof to Exercise 8.4.

## Theorem 8.12

Suppose that $k$ is continuous, $\mu \neq 0, f \in X$ and $u \in \mathcal{H}$ is a solution of (8.6). Then:
(a) $u \in X$;
(b) $\mu$ is a characteristic value of $K_{\mathcal{H}}$ if and only if it is a characteristic value of $K_{X}$ (thus it is unnecessary to distinguish between $K_{\mathcal{H}}$ and $K_{X}$ when discussing the characteristic values);
(c) if $\mu$ is not a characteristic value of $K$ then, for any $f \in X$, equation (8.6) has a unique solution $u \in X$, and there exists a constant $C>0$ (independent of $f$ ) such that $\|u\|_{X} \leq C\|f\|_{X}$. Thus the operator $I-\mu K_{X}: X \rightarrow X$ is invertible.

## EXERCISES

8.1 Suppose that $k$ is a real-valued kernel and $\mu \in \mathbb{R}$ is not a characteristic value of $K$. Show that if the function $f$ in equation (8.6) is real-valued then the unique solution $u$ given by Theorem 8.9 is realvalued. This can be interpreted as a solvability result in the spaces $L_{\mathbb{R}}^{2}[a, b]$ or $C_{\mathbb{R}}[a, b]$ (with Theorem 8.12).
8.2 (Degenerate kernels) A kernel $k$ having the form

$$
k(s, t)=\sum_{j=1}^{n} p_{j}(s) q_{j}(t),
$$

is said to be a degenerate kernel. We assume that $p_{j}, q_{j} \in X$, for $1 \leq j \leq n$ (so $k$ is continuous), and the sets of functions $\left\{p_{1}, \ldots, p_{n}\right\},\left\{q_{1}, \ldots, q_{n}\right\}$, are linearly independent (otherwise the number of terms in the sum for $k$ could simply be reduced). If $K$ is the corresponding operator on $X$, show that if (8.6) has a solution $u$ then it must have the form

$$
\begin{equation*}
u=f+\mu \sum_{j=1}^{n} \alpha_{j} p_{j} \tag{8.11}
\end{equation*}
$$

for some $\alpha_{1}, \ldots, \alpha_{n}$ in $\mathbb{C}$. Now, letting $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$, show that $\alpha$ must satisfy the matrix equation

$$
\begin{equation*}
(I-\mu W) \alpha=\beta, \tag{8.12}
\end{equation*}
$$

where the elements of the matrix $W=\left[w_{i j}\right]$ and the vector $\beta=$ $\left(\beta_{1}, \ldots, \beta_{n}\right)$ are given by

$$
w_{i j}=\int_{a}^{b} q_{i}(t) p_{j}(t) d t, \quad \beta_{j}=\int_{a}^{b} q_{j}(t) f(t) d t
$$

Deduce that the set of characteristic values of $K$ is equal to the set of characteristic values of the matrix $W$, and if $\mu$ is not a characteristic value of $W$ then equation (8.6) is uniquely solvable and the solution $u$ can be constructed by solving the matrix equation (8.12) and using the formula (8.11).
8.3 Consider the equation

$$
u(s)-\mu \int_{0}^{1}(s+t) u(t) d t=f(s), \quad s \in[0,1] .
$$

Use the results of Exercise 8.2 to show that the characteristic values of the integral operator in this equation are the roots of the equation $\mu^{2}+12 \mu-12=0$. Find a formula for the solution of the equation, for general $f$, when $\mu=2$.
8.4 Prove Theorem 8.12.
[Hint: for (a), rearrange equation (8.6) and use Lemma 8.1, and for (c), the Fredholm alternative results show that $u \in \mathcal{H}$ exists and $\|u\|_{\mathcal{H}} \leq C\|f\|_{\mathcal{H}}$, for some constant $C>0$. Use this and (8.2) to obtain the required inequality.]

### 8.2 Volterra Integral Equations

In this section we consider a special class of integral operators $K$ having the form

$$
\begin{equation*}
(K u)(s)=\int_{a}^{s} k(s, t) u(t) d t, \quad s \in[a, b], \tag{8.13}
\end{equation*}
$$

where the upper limit of the integral in the definition of $K$ is variable and the kernel $k: \Delta_{a, b} \rightarrow \mathbb{C}$ is continuous. When $K$ has the form (8.13) it is said to be a Volterra integral operator, and the corresponding equations (8.5) and (8.6) are said to be first and second kind Volterra integral equations (rather than Fredholm equations).

Volterra operators can be regarded as a particular type of Fredholm operator by extending the definition of the kernel $k$ from the set $\Delta_{a, b}$ to the set $R_{a, b}$ by defining $k(s, t)=0$ when $t>s$. Unfortunately, this extended kernel will, in general, be discontinuous along the line $s=t$ in $R_{a, b}$. Thus, since the proofs in Section 8.1 relied on the continuity of $k$ on the set $R_{a, b}$, we cannot simply assert that these results hold for Volterra operators. However, the proofs of all the results in Section 8.1 can be repeated, using the Volterra form of operator (8.13), and we find that these results remain valid for this case. This is because the integrations that arise in this case only involve the values of $k$ on the set $\Delta_{a, b}$, where we have assumed that $k$ is continuous, so in effect the kernel has the continuity properties required in Section 8.1. In fact, as was mentioned in Remark 8.2, most of the results in Section 8.1 are actually valid for $L^{2}$ kernels, and the extended Volterra type kernel is certainly in $L^{2}$, so in this more general setting the Volterra operators are special cases of the Fredholm operators. The numbers $M$ and $N$ are defined here as in Section 8.1, using the extended kernel. We will say that $K$ has continuous kernel when $k$ is continuous on the set $\Delta_{a, b}$ (irrespective of the continuity of the extended kernel).

The solvability theory for second kind Volterra equations is even simpler than for the corresponding Fredholm equations since, as will be shown below, such operators have no non-zero eigenvalues, that is, only one of the alternatives of the Fredholm alternative can hold and, for any $\mu$, equation (8.6) is solvable for all $f \in \mathcal{H}$. We consider solutions in $\mathcal{H}$ here, and use the $\mathcal{H}$ norm - solutions in $X$ will be considered in the exercises.

## Lemma 8.13

If $K$ is a Volterra integral operator on $\mathcal{H}$ then there exists a constant $C>0$ such that $\left\|K^{n}\right\|_{\mathcal{H}} \leq C^{n} / n$ !, for any integer $n \geq 1$.

## Proof

For any $u \in \mathcal{H}$ we have, using the Cauchy-Schwarz inequality,

$$
\begin{aligned}
|(K u)(s)| & \leq \int_{a}^{s}\left|k_{s}(t)\left\|u(t) \mid d t \leq\left(\int_{a}^{s}\left|k_{s}(t)\right|^{2} d t\right)^{1 / 2}\right\| u \|_{\mathcal{H}}\right. \\
& \leq M(b-a)^{1 / 2}\|u\|_{\mathcal{H}} \\
\left|\left(K^{2} u\right)(s)\right| & \leq \int_{a}^{s}\left|k_{s}(t)\left\|(K u)(t) \mid d t \leq(s-a) M^{2}(b-a)^{1 / 2}\right\| u \|_{\mathcal{H}}\right.
\end{aligned}
$$

Now by induction, using a similar calculation to that for the second inequality above, we can show that for each $n \geq 2$,

$$
\left|\left(K^{n} u\right)(s)\right| \leq \int_{a}^{s}\left|k_{s}(t)\right|\left|\left(K^{n-1} u\right)(t)\right| d t \leq \frac{(s-a)^{n-1}}{(n-1)!} M^{n}(b-a)^{1 / 2}\|u\|_{\mathcal{H}}
$$

(the second inequality above yields the case $n=2$ ). By integration we obtain

$$
\left\|K^{n} u\right\|_{\mathcal{H}} \leq \frac{M^{n}(b-a)^{n}}{(n-1)!\sqrt{2 n-1}}\|u\|_{\mathcal{H}} \leq \frac{C^{n}}{n!}\|u\|_{\mathcal{H}}
$$

for some constant $C$, from which the result follows immediately.

## Theorem 8.14

A Volterra integral operator $K$ on $\mathcal{H}$ has no non-zero eigenvalues. Hence, for such a $K$, equation (8.6) has a unique solution $u \in \mathcal{H}$ for all $\mu \in \mathbb{C}$ and $f \in \mathcal{H}$.

## Proof

Suppose that $\lambda$ is an eigenvalue of $K$, that is, $K u=\lambda u$, for some $u \neq 0$. Then, by Lemma 8.13 , for all integers $n \geq 1$,

$$
|\lambda|^{n}\|u\|_{\mathcal{H}}=\left\|K^{n} u\right\|_{\mathcal{H}} \leq\left\|K^{n}\right\|_{\mathcal{H}}\|u\|_{\mathcal{H}} \leq \frac{C^{n}}{n!}\|u\|_{\mathcal{H}}
$$

which implies that $|\lambda|=0$.

## Remark 8.15

A bounded operator $T$ on a general Banach space $Y$ is said to be nilpotent if $T^{n}=0$ for some $n \geq 1$, and quasi-nilpotent if $\left\|T^{n}\right\|^{1 / n} \rightarrow 0$ as $n \rightarrow \infty$. Lemma 8.13 shows that any Volterra integral operator is quasi-nilpotent. The proof of Theorem 8.14 actually shows that any quasi-nilpotent operator cannot have non-zero eigenvalues so, in particular, a compact, quasi-nilpotent operator
such as a Volterra integral operator cannot have any non-zero points in its spectrum (since all non-zero points in the spectrum are eigenvalues). In fact, with some more effort it can be shown that all quasi-nilpotent operators have no non-zero points in their spectrum.

## EXERCISES

8.5 Consider the Volterra integral operator $K$ on $X$ defined by

$$
(K u)(s)=\int_{a}^{s} u(t) d t, \quad s \in[a, b],
$$

for $u \in X$. Show that for this operator the first kind equation (8.5) has a solution $u=u(f) \in X$ if and only if $f \in C^{1}[a, b]$. Show also that the solution does not depend continuously on $f$, in other words, for any $C>0$, the inequality $\|u(f)\|_{X} \leq C\|f\|_{X}$ does not hold for all $f \in C^{1}[a, b]$.
8.6 Let $S$ be a quasi-nilpotent operator on a Banach space $Y$ ( $S$ need not be compact). Show that the operator $I-S$ is invertible.
[Hint: see the proof of Theorem 4.40.]
Deduce that there is no non-zero point in the spectrum of $S$.
Show that any Volterra integral operator $K$ with continuous kernel $k$ is quasi-nilpotent on the space $X$. Deduce that, for this $K$, equation (8.6) has a unique solution $u \in X$ for all $f \in X$ (these results are the analogue, in $X$, of Lemma 8.13 and Corollary 8.14 in $\mathcal{H})$.

### 8.3 Differential Equations

We now consider the application of the preceding theory to differential equation problems. The primary difficulty with applying the above operator theory to differential equations is that the differential operators which arise are generally unbounded. There are two main ways to overcome this difficulty. One way would be to develop a theory of unbounded linear transformations - this can be done but is rather complicated and too long for this book. The other way is to reformulate the differential equation problems, which lead to unbounded transformations, as integral equation problems, which lead to bounded integral operators. This method will be described here. We will only consider second
order, ordinary differential equations, but the methods can be extended to much more general problems.

The first type of problem we consider is the initial value problem. Consider the differential equation

$$
\begin{equation*}
u^{\prime \prime}(s)+q_{1}(s) u^{\prime}(s)+q_{0}(s) u(s)=f(s) \tag{8.14}
\end{equation*}
$$

on an interval $[a, b]$, where $q_{0}, q_{1}, f$ are (known) continuous functions on $[a, b]$, together with the initial conditions

$$
\begin{equation*}
u(a)=\alpha_{0}, \quad u^{\prime}(a)=\alpha_{1} \tag{8.15}
\end{equation*}
$$

for some constants $\alpha_{0}, \alpha_{1} \in \mathbb{C}$. A solution of the initial value problem is an element $u \in C^{2}[a, b]$ satisfying (8.14) and (8.15). In the following two lemmas we will show that this problem is equivalent, in a certain sense, to a Volterra integral equation.

Let $X=C[a, b]$ and let $Y_{\mathrm{i}}$ be the set of functions $u \in C^{2}[a, b]$ satisfying (8.15). For any $u \in Y_{\mathrm{i}}$, let $T_{\mathrm{i}} u=u^{\prime \prime}$ (since $u \in C^{2}[a, b]$ this definition makes sense and $\left.T_{\mathrm{i}} u \in X\right)$.

## Lemma 8.16

The transformation $T_{\mathrm{i}}: Y_{\mathrm{i}} \rightarrow X$ is bijective.

## Proof

Suppose that $u \in Y_{\mathrm{i}}$ and let $w=T_{\mathrm{i}} u \in X$. Integrating $w$ and using the conditions (8.15) we obtain

$$
\begin{align*}
u^{\prime}(s) & =\alpha_{1}+\int_{a}^{s} w(t) d t  \tag{8.16}\\
u(s) & =\alpha_{0}+\alpha_{1}(s-a)+\int_{a}^{s}\left\{\int_{a}^{r} w(t) d t\right\} d r \\
& =\alpha_{0}+\alpha_{1}(s-a)+\int_{a}^{s}\left\{\int_{t}^{s} d r\right\} w(t) d t \\
& =\alpha_{0}+\alpha_{1}(s-a)+\int_{a}^{s}(s-t) w(t) d t \tag{8.17}
\end{align*}
$$

Thus, for any $u \in Y_{\mathrm{i}}$ we can express $u$ in terms of $w=T_{\mathrm{i}} u$ by the final line of (8.17). Now, suppose that $u_{1}, u_{2} \in Y_{\mathrm{i}}$ satisfy $T_{\mathrm{i}}\left(u_{1}\right)=T_{\mathrm{i}}\left(u_{2}\right)=w$, for some $w \in X$. Then (8.17) shows that $u_{1}=u_{2}$, so $T_{\mathrm{i}}$ is injective.

Next, suppose that $w \in X$ is arbitrary and define $u$ by the final line of (8.17). Then, by reversing the above calculations, we see that $u^{\prime}$ is given by (8.16) and $u^{\prime \prime}=w$, so $u \in C^{2}[a, b]$, and also $u$ satisfies (8.15). Thus, starting
from arbitrary $w \in X$ we have constructed $u \in Y_{\mathrm{i}}$ such that $T_{\mathrm{i}} u=w$. It follows that $T_{\mathrm{i}}$ is surjective, and hence by the previous result, $T_{\mathrm{i}}$ must be bijective.

## Lemma 8.17

The function $u \in Y_{\mathrm{i}}$ is a solution of the initial value problem (8.14), (8.15) if and only if $w=T_{\mathrm{i}} u \in X$ satisfies the Volterra equation.

$$
\begin{equation*}
w(s)-\int_{a}^{s} k(s, t) w(t) d t=h(s) \tag{8.18}
\end{equation*}
$$

where

$$
\begin{aligned}
k(s, t) & =-q_{1}(s)-q_{0}(s)(s-t) \\
h(s) & =f(s)-\left(\alpha_{0}+\alpha_{1}(s-a)\right) q_{0}(s)-\alpha_{1} q_{1}(s)
\end{aligned}
$$

## Proof

See Exercise 8.7.

Lemma 8.17 shows that the initial value problem (8.14), (8.15), is equivalent to the second kind Volterra integral equation (8.18), via the bijective transformation $T_{\mathrm{i}}$, in the sense that if either problem has a solution then the other problem also has a solution, and these solutions are related by the bijection $T_{\mathrm{i}}$. Using this result we can now show that the initial value problem is uniquely solvable for all $f \in X$.

## Theorem 8.18

The initial value problem (8.14), (8.15) has a unique solution $u \in X$ for any $\alpha_{0}, \alpha_{1} \in \mathbb{C}$ and any $f \in X$.

## Proof

It follows from Exercise 8.6 that equation (8.18) has a unique solution $w \in X$ for any $f \in X$. Hence, the theorem follows from the equivalence between the initial value problem and (8.18) proved in Lemma 8.17.

## Remark 8.19

Unless $\alpha_{0}=\alpha_{1}=0$, the space $Y_{\mathrm{i}}$ is not a linear subspace of $C^{2}[a, b]$, and so $T_{\mathrm{i}}$ cannot be a linear operator (it would be a linear operator on $C^{2}[a, b]$ ). We
could obtain a linear operator by first making the transformation

$$
v=u-\alpha_{0}-\alpha_{1}(s-a)
$$

Substituting this into the initial value problem (7.14), (7.15) converts it to the following initial value problem

$$
\begin{gathered}
v^{\prime \prime}+q_{1} v^{\prime}+q_{0} v=h \\
v(a)=v^{\prime}(a)=0
\end{gathered}
$$

where $h(s)$ is as in Lemma 8.17. Applying the above arguments to this transformed problem does give a linear subspace $Y_{\mathrm{i}}$ and a linear transformation $T_{\mathrm{i}}$. Notice also that this transformation has actually crept into the formulation of the Volterra equation (8.18) in Lemma 8.17.

The initial value problem imposed two conditions on the solution $u$ at the single point $a$. Another important type of problem arises when a single condition is imposed at each of the two points $a, b$. We consider the conditions

$$
\begin{equation*}
u(a)=u(b)=0 \tag{8.19}
\end{equation*}
$$

The problem (8.14), (8.19) is called a boundary value problem, and the conditions (8.19) are called boundary conditions. A solution of the boundary value problem is an element $u \in C^{2}[a, b]$ satisfying (8.14) and (8.19). We will treat this boundary value problem by showing that it is equivalent to a second kind Fredholm equation. To simplify the discussion we suppose that the function $q_{1}=0$, and we write $q_{0}=q$, that is, we consider the equation

$$
\begin{equation*}
u^{\prime \prime}(s)+q(s) u(s)=f(s) \tag{8.20}
\end{equation*}
$$

together with (8.19).
Let $Y_{\mathrm{b}}$ be the set of functions $u \in C^{2}[a, b]$ satisfying (8.19), and define $T_{\mathrm{b}} \in L\left(Y_{\mathrm{b}}, X\right)$ by $T_{\mathrm{b}} u=u^{\prime \prime}$.

## Lemma 8.20

The transformation $T_{\mathrm{b}} \in L\left(Y_{\mathrm{b}}, X\right)$ is bijective. If $w \in X$ then the solution $u \in Y_{\mathrm{b}}$ of the equation $T_{\mathrm{b}} u=w$ is given by

$$
\begin{equation*}
u(s)=\int_{a}^{b} g_{0}(s, t) w(t) d t \tag{8.21}
\end{equation*}
$$

where

$$
g_{0}(s, t)= \begin{cases}-\frac{(s-a)(b-t)}{b-a}, & \text { if } a \leq s \leq t \leq b \\ -\frac{(b-s)(t-a)}{b-a}, & \text { if } a \leq t \leq s \leq b\end{cases}
$$

## Proof

Suppose that $u \in Y_{\mathrm{b}}$ and let $w=T_{\mathrm{b}} u$. Then from (8.17) we see that

$$
u(s)=\gamma(s-a)+\int_{a}^{s}(s-t) w(t) d t
$$

for some constant $\gamma \in \mathbb{C}$ (unknown at present). This formula satisfies the boundary condition at $a$. By substituting this into the boundary condition at $b$ we obtain

$$
0=\gamma(b-a)+\int_{a}^{b}(b-t) w(t) d t
$$

and by solving this equation for $\gamma$ we obtain

$$
\begin{aligned}
u(s) & =-\frac{s-a}{b-a} \int_{a}^{b}(b-t) w(t) d t+\int_{a}^{s}(s-t) w(t) d t \\
& =\int_{a}^{s}\left\{(s-t)-\frac{s-a}{b-a}(b-t)\right\} w(t) d t-\int_{s}^{b} \frac{(s-a)(b-t)}{b-a} w(t) d t \\
& =\int_{a}^{b} g_{0}(s, t) w(t) d t
\end{aligned}
$$

which is the formula for $u$ in terms of $w$ in the statement of the lemma. Given this formula the proof that $T_{\mathrm{b}}$ is bijective now proceeds as in the proof of Lemma 8.16.

It is easy to see that the function $g_{0}$ in Lemma 8.20 is continuous on $R_{a, b}$. We let $G_{0}$ denote the integral operator with kernel $g_{0}$.

## Lemma 8.21

If $u \in C^{2}[a, b]$ is a solution of (8.19), (8.20) then it satisfies the second kind Fredholm integral equation

$$
\begin{equation*}
u(s)+\int_{a}^{b} g_{0}(s, t) q(t) u(t) d t=h(s) \tag{8.22}
\end{equation*}
$$

where

$$
h(s)=\int_{a}^{b} g_{0}(s, t) f(t) d t .
$$

Conversely, if $u \in C[a, b]$ satisfies (8.22) then $u \in Y_{\mathrm{b}}$ and satisfies (8.19), (8.20).

## Proof

See Exercise 8.7.

The equivalence between the initial value problem and the integral equation described in Lemma 8.21 is somewhat more direct than the equivalence described in Lemma 8.17, in that the same function $u$ satisfies both problems. However, it is important to note that we only need to assume that $u \in C[a, b]$ and satisfies (8.22) to conclude that $u \in C^{2}[a, b]$ and satisfies (8.19), (8.20). That is, we do not need to assume at the outset that $u \in C^{2}[a, b]$. This is crucial because when we use the results from Section 8.1 to try to solve the integral equation they will yield, at best, solutions in $C[a, b]$.

We cannot now use the integral equation to deduce that the boundary value problem has a unique solution for all $f \in X$ as we could for the initial value problem. In fact, it follows from the discussion in Section 8.4 below of eigenvalue problems for differential operators that if $q \equiv-\lambda$, for a suitable constant $\lambda$, then the homogeneous problem has non-zero solutions, so uniqueness certainly cannot hold in this case. However, we can show that the problem has a unique solution if the function $q$ is sufficiently small.

## Theorem 8.22

If $(b-a)^{2}\|q\|_{X}<4$, then the boundary value problem (8.19), (8.20) has a unique solution $u$ for any $f \in X$.

## Proof

Let $Q: X \rightarrow X$ be the integral operator whose kernel is the function $g_{0} q$ as in (8.22). Then it follows from Theorem 4.40 that equation (8.22) has a unique solution $u \in X$, for any $f \in X$, if $\|Q\|_{X}<1$, and, from Example 4.7, this will be true if $(b-a) \max \left\{\left|g_{0}(s, t) q(t)\right|\right\}<1$. Now, from the definition of $g_{0}$ and elementary calculus it can be shown that the maximum value of $(b-a)\left|g_{0}(s, t)\right|$ is $(b-a)^{2} / 4$, so the required condition will hold if $(b-a)^{2}\|q\|_{X}<4$. The theorem now follows from the above equivalence between the boundary value problem and (8.22).

## EXERCISES

8.7 Prove: (a) Lemma 8.17; (b) Lemma 8.21.

### 8.4 Eigenvalue Problems and Green's Functions

In Lemma 8.21 we showed that the boundary value problem (8.19), (8.20) is equivalent to the integral equation (8.22). Unfortunately, the integral operator in equation (8.22) is not in any sense an inverse of the differential problem, it merely converts a differential equation problem into an integral equation (that is, to find $u$ we still need to solve an equation). However, with a bit more effort we can find an integral operator which will give us the solution $u$ of the boundary value problem directly (that is, by means of an integration, without solving any equation).

To illustrate the ideas involved we first consider the following simple boundary value problem

$$
\begin{gather*}
u^{\prime \prime}=f,  \tag{8.23}\\
u(a)=u(b)=0 .
\end{gather*}
$$

As in Section 8.3, we let $Y_{\mathrm{b}}$ denote the set of functions $u \in C^{2}[a, b]$ satisfying $u(a)=u(b)=0$, but we now let $T_{0}: Y_{\mathrm{b}} \rightarrow X$ denote the mapping defined by $T_{0} u=u^{\prime \prime}$. It follows from Lemma 8.20 that for any $f \in X$ the solution of (8.23) is given directly by the formula $u=G_{0} f$. Thus, in a sense, $T_{0}$ is "invertible", and its "inverse" is the integral operator $G_{0}$. Unfortunately, $T_{0}$ is not bounded and we have not defined inverses of unbounded linear transformations so we will not attempt to make this line of argument rigorous. We note, however, that $G_{0}$ is not the inverse of linear transformation from $u$ to $u^{\prime \prime}$ alone, since the boundary conditions are also crucially involved in the definition of $T_{0}$ and in the construction of $G_{0}$.

The integral operator $G_{0}$ is a solution operator (or Green's operator) for the boundary value problem (8.23); the kernel $g_{0}$ of this solution operator is called a Green's function for the problem (8.23).

We can also consider the eigenvalue problem associated with (8.23),

$$
\begin{gather*}
u^{\prime \prime}=\lambda u  \tag{8.24}\\
u(a)=u(b)=0 .
\end{gather*}
$$

As usual, an eigenvalue of this problem is a number $\lambda$ for which there exists a non-zero solution $u \in Y_{\mathrm{b}}$, and any such solution is called an eigenfunction (in this context the term eigenfunction is commonly used rather than eigenvector).

We now consider what the integral equation approach can tell us about the problem (8.24). Putting $f=\lambda u$, we see that if (8.24) holds then

$$
\begin{equation*}
u=\lambda G_{0} u \tag{8.25}
\end{equation*}
$$

and conversely, if (8.25) holds then (8.24) holds (note that to assert the converse statement from the above discussion we require that $u \in X$; however, it follows
from Theorem 8.12 that if (8.25) holds for $u \in \mathcal{H}$ then necessarily $u \in X$ - hence it is sufficient for (8.25) to hold in either $X$ or $\mathcal{H}$ ). Thus $\lambda$ is an eigenvalue of (8.24) if and only if $\lambda^{-1}$ is an eigenvalue of $G_{0}$ (the existence of $G_{0}$ shows that $\lambda=0$ cannot be an eigenvalue of (8.24)), and the eigenfunctions of (8.24) coincide with those of $G_{0}$. Furthermore, the kernel $g_{0}$ is continuous and symmetric, so the operator $G_{0}$ is compact and self-adjoint in the space $\mathcal{H}$, so the results of Section 8.1, together with those of Chapter 7, show that there is a sequence of eigenvalues $\left\{\lambda_{n}\right\}$, and a corresponding orthonormal sequence of eigenfunctions $\left\{e_{n}\right\}$, and the set $\left\{e_{n}\right\}$ is an orthonormal basis for $\mathcal{H}$ (it will be proved below that $\operatorname{Ker} G_{0}=\{0\}$, so by Corollary 7.35 there must be infinitely many eigenvalues).

In this simple situation the eigenvalues and eigenfunctions of the problem (8.24) can be explicitly calculated.

## Example 8.23

Suppose that $a=0, b=\pi$. By solving (8.24) we find that for each $n \geq 1$,

$$
\lambda_{n}=-n^{2}, \quad e_{n}(s)=(2 / \pi)^{1 / 2} \sin n s, s \in[0, \pi]
$$

see Exercise 8.8 for the (well-known) calculations. Thus the eigenfunctions of (8.24) are exactly the functions in the basis considered in Theorem 3.56, and the eigenfunction expansion corresponds to the standard Fourier sine series expansion on the interval $[0, \pi]$.

Thus, qualitatively, the above results agree with the calculations in Example 8.23, although the integral equation does not tell us precisely what the eigenvalues or eigenfunctions are. However, combining the fact that the set of eigenfunctions is an orthonormal basis for $\mathcal{H}$ with the specific form of the eigenfunctions found in Example 8.23 gives us an alternative proof of Theorem 3.56 (at least, once we know that $\mathcal{H}$ is separable, which can be proved in its own right using Exercise 3.27). However, if this was all that could be achieved with the integral equation methods the theory would not seem worthwhile. Fortunately, these methods can be used to extend the above results to a much more general class of problems, for which the eigenvalues and eigenfunctions cannot be explicitly calculated

We will consider the boundary value problem

$$
\begin{gather*}
u^{\prime \prime}+q u=f \\
u(a)=u(b)=0 \tag{8.26}
\end{gather*}
$$

where $q \in C_{\mathbb{R}}[a, b]$. This problem may still look rather restricted, but much more general boundary value problems can be transformed to this form by a
suitable change of variables (see (8.31) and Lemma 8.31 below) so in fact we are dealing with a broad class of problems. The boundary value problem (8.26) and the more general one (8.31) are called Sturm-Liouville boundary value problems.

For this problem we will again construct a kernel $g$ such that the corresponding integral operator $G$ is a solution operator; again the kernel $g$ will be called a Green's function for the problem. We will also consider the corresponding eigenvalue problem

$$
\begin{gather*}
u^{\prime \prime}+q u=\lambda u \\
u(a)=u(b)=0 \tag{8.27}
\end{gather*}
$$

and we will obtain the spectral properties of this problem from those of $G$.
We first note that for a solution operator to exist it is necessary that there is no non-zero solution of the homogeneous form of problem (8.26). In other words, $\lambda=0$ must not be an eigenvalue of (8.27). We will now construct the Green's function for (8.26).

Let $u_{l}, u_{r}$ be the solutions, on $[a, b]$, of the equation $u^{\prime \prime}+q u=0$, with the conditions

$$
\begin{array}{ll}
u_{l}(a)=0, & u_{l}^{\prime}(a)=1  \tag{8.28}\\
u_{r}(b)=0, & u_{r}^{\prime}(b)=1
\end{array}
$$

(this is a pair of initial value problems, so by Theorem 8.18 these solutions exist - a trivial modification of the theorem is required in the case of $u_{r}$ since the "initial values" for $u_{r}$ are imposed at $b$ rather than at $a$ ).

## Lemma 8.24

If 0 is not an eigenvalue of (8.27) then there is a constant $\xi_{0} \neq 0$ such that $u_{l}(s) u_{r}^{\prime}(s)-u_{r}(s) u_{l}^{\prime}(s)=\xi_{0}$ for all $s \in[a, b]$.

## Proof

Define the function $h=u_{l} u_{r}^{\prime}-u_{r} u_{l}^{\prime}$. Then

$$
h^{\prime}=u_{l} u_{r}^{\prime \prime}-u_{r} u_{l}^{\prime \prime}=-q u_{l} u_{r}+q u_{r} u_{l}=0
$$

(by the definition of $u_{l}$ and $u_{r}$ ), so $h$ is constant, say $h(s)=\xi_{0}$ for all $s \in[a, b]$. Furthermore, from (8.28), $\xi_{0}=\xi(a)=-u_{r}(a)$, and $u_{r}(a) \neq 0$, since otherwise $u_{r}$ would be a non-zero solution of (8.27) with $\lambda=0$, which would contradict the assumption that 0 is not an eigenvalue of (8.27).

## Theorem 8.25

If 0 is not an eigenvalue of (8.27) then the function

$$
g(s, t)= \begin{cases}\xi_{0}^{-1} u_{l}(s) u_{r}(t), & \text { if } a \leq s \leq t \leq b \\ \xi_{0}^{-1} u_{r}(s) u_{l}(t), & \text { if } a \leq t \leq s \leq b\end{cases}
$$

is a Green's function for the boundary value problem (8.26). In other words, if $G$ is the integral operator with kernel $g$ and $f \in X$, then $u=G f$ is the unique solution of (8.26).

## Proof

Choose an arbitrary function $f \in X$ and let $u=G f$. Then, using the definitions of $g, u_{l}, u_{r}$, and differentiating, we obtain, for $s \in[a, b]$,

$$
\begin{aligned}
\xi_{0} u(s)= & u_{r}(s) \int_{a}^{s} u_{l}(t) f(t) d t+u_{l}(s) \int_{s}^{b} u_{r}(t) f(t) d t, \\
\xi_{0} u^{\prime}(s)= & u_{r}^{\prime}(s) \int_{a}^{s} u_{l}(t) f(t) d t+u_{r}(s) u_{l}(s) f(s)+u_{l}^{\prime}(s) \int_{s}^{b} u_{r}(t) f(t) d t \\
& \quad-u_{l}(s) u_{r}(s) f(s) \\
= & u_{r}^{\prime}(s) \int_{a}^{s} u_{l}(t) f(t) d t+u_{l}^{\prime}(s) \int_{s}^{b} u_{r}(t) f(t) d t, \\
\xi_{0} u^{\prime \prime}(s)= & u_{r}^{\prime \prime}(s) \int_{a}^{s} u_{l}(t) f(t) d t+u_{r}^{\prime}(s) u_{l}(s) f(s)+u_{l}^{\prime \prime}(s) \int_{s}^{b} u_{r}(t) f(t) d t \\
= & -u_{l}^{\prime}(s) u_{r}(s) f(s) \\
= & -q(s) u_{r}(s) \int_{a}^{s} u_{l}(t) f(s)+\xi_{0} f(s) .
\end{aligned}
$$

Thus the function $u=G f$ satisfies the differential equation in (8.26). It can readily be shown, using the above formula for $\xi_{0} u(s)$ and the conditions (8.28), that $u$ also satisfies the boundary conditions in (8.26), and so $u$ is a solution of (8.26). Furthermore, it follows from the assumption that 0 is not an eigenvalue of (8.27) that the solution of (8.26) must be unique, so $u=G f$ is the only solution of (8.26). Thus $G$ is the solution operator for (8.26) and $g$ is a Green's function.

For the problem (8.23) it is clear that $u_{l}(s)=s-a, u_{r}(s)=s-b$ and $\xi_{0}=-u_{r}(a)=b-a$, so that the Green's function $g_{0}$ has the above form.

We now relate the spectral properties of the problem (8.26) to those of the operator $G_{\mathcal{H}}$.

## Lemma 8.26

Suppose that 0 is not an eigenvalue of (8.27). Then:
(a) $G_{\mathcal{H}}$ is compact and self-adjoint;
(b) $\operatorname{Ker} G_{\mathcal{H}}=\{0\}$, that is, 0 is not an eigenvalue of $G_{\mathcal{H}}$;
(c) $\lambda$ is an eigenvalue of (8.27) if and only if $\lambda^{-1}$ is an eigenvalue of $G_{\mathcal{H}}$;
(d) the eigenfunctions of (8.27) corresponding to $\lambda$ coincide with the eigenfunctions of $G_{\mathcal{H}}$ corresponding to $\lambda^{-1}$.

## Proof

It is clear that the Green's function $g$ is continuous and symmetric, so part (a) follows from Theorem 8.3 and Corollary 8.7. Also, it follows from Theorem 8.25 that $\operatorname{Im} G_{X}=Y_{\mathrm{b}}$, so $Y_{\mathrm{b}} \subset \operatorname{Im} G_{\mathcal{H}}$. Since $Y_{\mathrm{b}}$ is dense in $\mathcal{H}$ (see Exercise 8.11), part (b) now follows from (7.8) and Lemma 3.29. Next, parts (c) and (d) clearly hold for the operator $G_{X}$, by Theorem 8.25 , and it follows from Theorem 8.12 that the result also holds for the operator $G_{\mathcal{H}}$.

The main spectral properties of the boundary value problem (8.27) can now be proved (even without the assumption that 0 is not an eigenvalue of (8.27)).

## Theorem 8.27

There exists a sequence of eigenvalues $\left\{\lambda_{n}\right\}$ and a corresponding orthonormal sequence of eigenfunctions $\left\{e_{n}\right\}$ of the boundary value problem (8.27) with the following properties:
(a) each $\lambda_{n}$ is real and the corresponding eigenspace is 1-dimensional;
(b) the sequence $\left\{\lambda_{n}\right\}$ can be ordered so that $\lambda_{1}>\lambda_{2}>\ldots$, and $\lambda_{n} \rightarrow-\infty$ as $n \rightarrow \infty$;
(c) the sequence $\left\{e_{n}\right\}$ is an orthonormal basis for $\mathcal{H}$.

## Proof

Suppose initially that 0 is not an eigenvalue of (8.27). The existence and property (c) of the sequences $\left\{\lambda_{n}\right\}$ and $\left\{e_{n}\right\}$ follows from Lemma 8.26 and the
results of Section 7.3 (the fact that $\left\{e_{n}\right\}$ is a basis for $\mathcal{H}$, and hence the sequences $\left\{\lambda_{n}\right\}$ and $\left\{e_{n}\right\}$ have infinitely many terms, follows from part (b) of Lemma 8.26 and Corollary 7.35). The reality of the eigenvalues follows from (a) and (c) of Lemma 8.26 and Theorem 7.33. Now suppose that $u_{1}, u_{2}$ are two non-zero eigenfunctions of (8.27), corresponding to an eigenvalue $\lambda$. Then $u_{1}^{\prime}(a) \neq 0$ (otherwise uniqueness of the solution of the initial value problem (8.14), (8.15) would imply that $u_{1} \equiv 0$ ), so we have $u_{2}^{\prime}(a)=\gamma u_{1}^{\prime}(a)$, for some constant $\gamma$, and hence, again by uniqueness of the solution of the initial value problem, $u_{2} \equiv \gamma u_{1}$. This shows that the eigenspace corresponding to any eigenvalue is one-dimensional, and so proves part (a). Next, it follows from Exercise 8.10 that the set of eigenvalues is bounded above, and from Corollary 7.23 the eigenvalues $\lambda_{n}^{-1}$ of $G$ tend to zero, so we must have $\lambda_{n} \rightarrow-\infty$ as $n \rightarrow \infty$. It follows that we can order the eigenvalues in the manner stated in the theorem. Since the eigenspace of any eigenvalue is one-dimensional, each number $\lambda_{n}$ only occurs once in the sequence of eigenvalues, so we obtain the strict inequality in the ordering of the eigenvalues (we observe that if the eigenspace associated with an eigenvalue $\lambda_{n}$ is $m$-dimensional then the number $\lambda=\lambda_{n}$ must occur in the sequence $m$ times in order to obtain the correct correspondence with the sequence of eigenfunctions, all of which must be included in order to obtain an orthonormal basis of $\mathcal{H}$ ).

Next suppose that 0 is an eigenvalue of (8.27). Choose a real number $\alpha$ which is not an eigenvalue of (8.27) (such a number exists by Exercise 8.10) and rewrite (8.27) in the form

$$
\begin{gathered}
u^{\prime \prime}+\widetilde{q} u=u^{\prime \prime}+(q-\alpha) u=(\lambda-\alpha) u=\widetilde{\lambda} u, \\
u(a)=u(b)=0
\end{gathered}
$$

(writing $\widetilde{q}=q-\alpha, \widetilde{\lambda}=\lambda-\alpha$ ). Now, $\widetilde{\lambda}=0$ is not an eigenvalue of this problem (otherwise $\lambda=\alpha$ would be an eigenvalue of the original problem) so the results just proved apply to this problem, and hence to the original problem (the shift in the parameter $\widetilde{\lambda}$ back to the parameter $\lambda$ does not affect any of the assertions in the theorem).

We can also combine (8.26) and (8.27) to obtain the slightly more general problem

$$
\begin{gather*}
u^{\prime \prime}+q u-\lambda u=f  \tag{8.29}\\
u(a)=u(b)=0
\end{gather*}
$$

Solvability results for this problem follow immediately from the above results, but nevertheless we will state them as the following theorem.

## Theorem 8.28

If $\lambda$ is not an eigenvalue of (8.27) then, for any $f \in X$, (8.29) has a unique solution $u \in X$, and there exists a Green's operator $G(\lambda)$ for (8.29) with a corresponding Green's function $g(\lambda)$ (that is, a function $g(\lambda, s, t)$ ).

## Proof

Writing $\widetilde{q}=q-\lambda$ and replacing $q$ in (8.26) and (8.27) with $\widetilde{q}$, the theorem follows immediately from the previous results.

By Theorem 8.27, any element $u \in \mathcal{H}$ can be written in the form

$$
\begin{equation*}
u=\sum_{n=1}^{\infty}\left(u, e_{n}\right) e_{n} \tag{8.30}
\end{equation*}
$$

where the convergence is with respect to the norm $\|\cdot\|_{\mathcal{H}}$. This is often a useful expansion, but there are occasions when it is desirable to have convergence with respect to the norm $\|\cdot\|_{X}$. We can obtain this for suitable functions $u$.

## Theorem 8.29

If $u \in Y_{\mathrm{b}}$ then the expansion (8.30) converges with respect to the norm $\|\cdot\|_{X}$.

## Proof

Define a linear transformation $T: Y_{\mathrm{b}} \rightarrow X$ by $T u=u^{\prime \prime}+q u$, for $u \in Y_{\mathrm{b}}$. For any integer $k \geq 1$,

$$
\begin{aligned}
T\left(u-\sum_{n=1}^{k}\left(u, e_{n}\right) e_{n}\right) & =T u-\sum_{n=1}^{k}\left(u, e_{n}\right) \lambda_{n} e_{n}=T u-\sum_{n=1}^{k}\left(u, \lambda_{n} e_{n}\right) e_{n} \\
& =T u-\sum_{n=1}^{k}\left(u, T e_{n}\right) e_{n}=T u-\sum_{n=1}^{k}\left(T u, e_{n}\right) e_{n}
\end{aligned}
$$

(the final step is a special case of part (c) of Lemma 8.31). Now, since $G$ is the solution operator for (8.26), we have

$$
u-\sum_{n=1}^{k}\left(u, e_{n}\right)=G\left(T u-\sum_{n=1}^{k}\left(T u, e_{n}\right)\right)
$$

so by (8.2) (where $M$ is defined for the kernel $g$ as in Section 8.1)

$$
\begin{aligned}
\left\|u-\sum_{n=1}^{k}\left(u, e_{n}\right)\right\|_{X} & =\left\|G\left(T u-\sum_{n=1}^{k}\left(T u, e_{n}\right)\right)\right\|_{X} \\
& \leq M(b-a)^{1 / 2}\left\|T u-\sum_{n=1}^{k}\left(T u, e_{n}\right)\right\|_{\mathcal{H}} \rightarrow 0, \quad \text { as } k \rightarrow \infty
\end{aligned}
$$

since $\left\{e_{n}\right\}$ is an orthonormal basis for $\mathcal{H}$, which proves the theorem.

We noted above that the eigenfunctions of the problem (8.24) are the functions in the orthonormal basis considered in Theorem 3.56. Thus Theorem 8.29 yields the following result.

## Corollary 8.30

If $a=0, b=\pi$ and $S=\left\{s_{n}\right\}$ is the orthonormal basis in Theorem 3.56, then, for any $u \in Y_{\mathrm{b}}$, the series

$$
u=\sum_{n=1}^{\infty}\left(u, s_{n}\right) s_{n}
$$

converges with respect to the norm $\|\cdot\|_{X}$.

Corollary 8.30 shows that the Fourier sine series converges uniformly on $[0, \pi]$ when $u \in Y_{\mathrm{b}}$, that is, when $u(0)=u(\pi)=0$ and $u \in C^{2}[0, \pi]$. In particular, the series converges at the points $0, \pi$. Now, since $s_{n}(0)=s_{n}(\pi)=0$ (this is clear anyway, but also these are the boundary conditions in the problem (8.24)), the condition $u(0)=u(\pi)=0$ is clearly necessary for this result. However, the condition that $u \in C^{2}[0, \pi]$ is not necessary, but some smoothness condition on $u$ is required. Thus Corollary 8.30 is not the optimal convergence result for this series, but it has the virtue of being a simple consequence of a broad theory of eigenfunction expansions for second order differential operators. As in Section 3.5, we do not wish to delve further into the specific theory of Fourier series.

We conclude this section by showing that the above results for the problem (8.27) hold for a much more general class of problems. We consider the general eigenvalue problem

$$
\begin{gather*}
\frac{d}{d s}\left(p(s) \frac{d u}{d s}(s)\right)+q(s) u(s)=\lambda u(s), \quad s \in[a, b]  \tag{8.31}\\
u(a)=u(b)=0
\end{gather*}
$$

where $p \in C_{\mathbb{R}}^{2}[a, b], q \in C_{\mathbb{R}}[a, b]$ and $p(s)>0, s \in[a, b]$. It will be shown that this problem can be transformed into a problem having the form (8.27) by using the following changes of variables

$$
\begin{equation*}
t=t(s)=\int_{a}^{s} p(y)^{-1 / 2} d y, \quad \widetilde{u}(t)=u(s(t)) p(s(t))^{1 / 4} \tag{8.32}
\end{equation*}
$$

We can make this more precise as follows. Let $c=t(b)=\int_{a}^{b} p(y)^{-1 / 2} d y$. Now, $d t / d s=p(s)^{-1 / 2}>0$ on $[a, b]$, so the mapping $f:[a, b] \rightarrow[0, c]$ defined by $f(s)=t(s)$ (using the above formula) is differentiable and strictly increasing, so is invertible, with a differentiable inverse $g:[0, c] \rightarrow[a, b]$. Thus, we may regard $t$ as a function $t=f(s)$ of $s$, or $s$ as a function $s=g(t)$ of $t$ - the latter interpretation is used in the above definition of the function $\widetilde{u}$. The change of variables (8.32) is known as the Liouville transform. The following lemma will be proved in Exercise 8.12.

## Lemma 8.31

(a) The change of variables (8.32) transforms the problem (8.31) into the problem

$$
\begin{gather*}
\frac{d^{2} \widetilde{u}}{d t^{2}}(t)+\widetilde{q}(t) \widetilde{u}(t)=\lambda \widetilde{u}(t), \quad t \in[0, c],  \tag{8.33}\\
\widetilde{u}(0)=\widetilde{u}(c)=0,
\end{gather*}
$$

where

$$
\widetilde{q}(t)=q(s(t))+\frac{1}{16}\left(\frac{1}{p(s(t))}\left(\frac{d p}{d s}(s(t))\right)^{2}-4 \frac{d^{2} p}{d s^{2}}(s(t))\right) .
$$

(b) Suppose that $u, v \in L^{2}[a, b]$ are transformed into $\widetilde{u}, \widetilde{v} \in L^{2}(0, c)$ by the change of variables (8.32). Then

$$
(u, v)=(\widetilde{u}, \widetilde{v})
$$

where $(\cdot, \cdot)$ denotes the $L^{2}[a, b]$ inner product on the left of this formula, and the $L^{2}(0, c)$ inner product on the right.
(c) For any $u \in Y_{\mathrm{b}}$, define $T u \in X$ to be the function on the left-hand side of the equation in the problem (8.31). Then, for any $u, v \in Y_{\mathrm{b}}$,

$$
(T u, v)=(u, T v)
$$

where $(\cdot, \cdot)$ denotes the $L^{2}[a, b]$ inner product.

As a consequence of parts (a) and (b) of Lemma 8.31 we now have the following theorem.

## Theorem 8.32

Theorems 8.27 and 8.29 hold for the general problem (8.31).

## Proof

The transformed problem (8.33) has the form of problem (8.31), and part (b) of Lemma 8.31 shows that the Liouville transform does not change the value of the inner product. In particular, by Theorem 8.27, there exists an orthonormal basis of eigenfunctions $\left\{e_{n}\right\}$ of the transformed problem, and this corresponds to a set of orthonormal eigenfunctions $\left\{f_{n}\right\}$ of the original problem. To see that $\left\{f_{n}\right\}$ is also a basis we observe that if it is not then there exists a non-zero function $g \in L^{2}[a, b]$ orthogonal to the set $\left\{f_{n}\right\}$ (by part (a) of Theorem 3.47), and hence the transformed function $\widetilde{g} \neq 0$ is orthogonal to the set $\left\{e_{n}\right\}$, which contradicts the fact that this set is a basis.

Part (c) of Lemma 8.31 shows that, in a sense, $T$ is "self-adjoint", and this is the underlying reason why these results hold for the problem (8.31) (particularly the fact that the eigenfunctions form an orthonormal basis, which is certainly related to self-adjointness). This is also why equation (8.31) is written in the form it is, which seems slightly strange at first sight. However, $T$ is not bounded, and we have not defined self-adjointness for unbounded linear transformations - this can be done, but involves a lot of work which we have avoided here by converting the problem to the integral form.

Finally, we remark that much of the theory in this chapter carries over to multi-dimensional integral equations and partial differential equations, with very similar results. However, the technical details are usually considerably more complicated. We will not pursue this any further here.

## EXERCISES

8.8 Calculate the eigenvalues and normalized eigenfunctions for the boundary value problem

$$
\begin{gathered}
u^{\prime \prime}=\lambda u \\
u(0)=u(\pi)=0
\end{gathered}
$$

(consider the cases $\lambda>0, \lambda<0, \lambda=0$ separately).
8.9 Calculate the Green's function for the problem

$$
\begin{gathered}
u^{\prime \prime}-\lambda u=f \\
u(0)=u(\pi)=0
\end{gathered}
$$

when $\lambda \neq 0$ (consider the cases $\lambda>0, \lambda<0$ separately).
8.10 Show that if $\lambda$ is an eigenvalue of (8.27) then $\lambda \leq\|q\|_{X}$.
[Hint: by definition, the equation $u^{\prime \prime}+q u=\lambda u$ has a non-zero solution $u \in X$; take the $L^{2}[a, b]$ inner product of this equation with $u$ and integrate by parts.]
8.11 Prove the following results.
(a) Given an arbitrary function $z \in \mathcal{H}$, and $\epsilon>0$, show that there exists a function $w \in C^{2}[a, b]$ such that $\|z-w\|_{\mathcal{H}}<\epsilon$. [Hint: see the proof of Theorem 3.54.]
(b) Given an arbitrary function $w \in C^{2}[a, b]$, and $\delta>0$ such that $a+\delta \in(a, b)$, show that there exists a cubic polynomial $p_{\delta}$ such that, if we define a function $v_{\delta}$ by

$$
v_{\delta}(s)= \begin{cases}p_{\delta}(s), & \text { if } s \in[a, a+\delta] \\ w(s), & \text { if } s \in[a+\delta, b]\end{cases}
$$

then $v_{\delta} \in C^{2}[a, b]$ and $v_{\delta}(a)=0$.
[Hint: find $p_{\delta}$ by using these conditions on $v_{\delta}$ to write down a set of linear equations for the coefficients of $p_{\delta}$.]
(c) Use the construction of $p_{\delta}$ in part (b) to show that, for any $\epsilon>0$, there exists $\delta>0$ such that $\left\|w-v_{\delta}\right\|_{\mathcal{H}}<\epsilon$.
(d) Deduce that the set $Y_{\mathrm{b}}$ is dense in $\mathcal{H}$.

This result is rather surprising at first sight (draw some pictures), and depends on properties of the $L^{2}[a, b]$ norm - it is certainly not true in $C[a, b]$.
8.12 Prove Lemma 8.31.
[Hint: (a) use the chain rule to differentiate the formula $u(s)=$ $p(s)^{-1 / 4} \widetilde{u}(t(s))$, obtained by rearranging (8.32);
(b) use the standard formula for changing the variable of integration from the theory of Riemann integration (since the transformation is differentiable, this rule extends to the Lebesgue integral - you may assume this);
(c) use integration by parts (twice).]

## Solutions to Exercises

## Chapter 2

2.1 Let $(x, y),(u, v) \in Z$ and let $\alpha \in \mathbb{F}$.
(a) $\|(x, y)\|=\|x\|_{1}+\|y\|_{2} \geq 0$.
(b) If $(x, y)=0$ then $x=0$ and $y=0$. Hence $\|x\|_{1}=\|y\|_{2}=0$ and so $\|(x, y)\|=0$.

Conversely, if $\|(x, y)\|=0$ then $\|x\|_{1}=\|y\|_{2}=0$. Thus $x=0$ and $y=0$ and so $(x, y)=0$.
(c) $\|\alpha(x, y)\|=\|(\alpha x, \alpha y)\|=\|\alpha x\|_{1}+\|\alpha y\|_{2}=|\alpha|\|x\|_{1}+|\alpha|\|y\|_{2}$

$$
=|\alpha|\|(x, y)\| .
$$

(d) $\|(x, y)+(u, v)\|=\|(x+u, y+v)\|=\|x+u\|_{1}+\|y+v\|_{2}$

$$
\leq\|x\|_{1}+\|u\|_{1}+\|y\|_{2}+\|v\|_{2}=\|(x, y)\|+\|(u, v)\| .
$$

2.2 Let $f, g \in F_{b}(S, X)$ and let $\alpha \in \mathbb{F}$.
(a) $\|f\|_{b}=\sup \{\|f(s)\|: s \in S\} \geq 0$.
(b) If $f=0$ then $f(s)=0$ for all $s \in S$ so that $\|f(s)\|=0$ for all $s \in S$ and hence $\|f\|_{b}=0$.

Conversely, if $\|f\|_{b}=0$ then $\|f(s)\|=0$ for all $s \in S$. Thus $f(s)=0$ for all $s \in S$ and so $f=0$.
(c) $\|\alpha f\|_{b}=\sup \{\|\alpha f(s)\|: s \in S\}$

$$
=\sup \{|\alpha|\|f(s)\|: s \in S\}=|\alpha| \sup \{\|f(s)\|: s \in S\}=|\alpha|\|f\|_{b} .
$$

(d) $\|(f+g)(s)\| \leq\|f(s)\|+\|g(s)\| \leq\|f\|_{b}+\|g\|_{b}$ for any $s \in S$. Hence

$$
\|f+g\|_{b}=\sup \{\|(f+g)(s)\|: s \in S\} \leq\|f\|_{b}+\|g\|_{b}
$$

2.3 We use the standard norms on the spaces.
(a) $\left\|f_{n}\right\|=\sup \left\{\left|f_{n}(x)\right|: x \in[0,1]\right\}=1$.
(b) As $f_{n}$ is continuous, the Riemann and Lebesgue integrals of $f$ are the same, so that $\left\|f_{n}\right\|=\int_{0}^{1} x^{n} d x=\frac{1}{n+1}$.
2.4 If $\alpha= \pm \frac{r}{\|x\|}$ then $\|\alpha x\|=|\alpha|\|x\|=r$.
2.5 Let $\epsilon>0$.
(a) Suppose that $\left\{\left(x_{n}, y_{n}\right)\right\}$ converges to $(x, y)$ in $Z$. Then there exists $N \in \mathbb{N}$ such that

$$
\left\|\left(x_{n}-x, y_{n}-y\right)\right\|=\left\|\left(x_{n}, y_{n}\right)-(x, y)\right\| \leq \epsilon
$$

when $n \geq N$. Thus $\left\|x_{n}-x\right\|_{1} \leq\left\|\left(x_{n}-x, y_{n}-y\right)\right\| \leq \epsilon$ and $\left\|y_{n}-y\right\|_{2} \leq$ $\left\|\left(x_{n}-x, y_{n}-y\right)\right\| \leq \epsilon$ when $n \geq N$. Thus $\left\{x_{n}\right\}$ converges to $x$ in $X$ and $\left\{y_{n}\right\}$ converges to $y$ in $Y$.

Conversely, suppose that $\left\{x_{n}\right\}$ converges to $x$ in $X$ and $\left\{y_{n}\right\}$ converges to $y$ in $Y$. Then there exist $N_{1}, N_{2} \in \mathbb{N}$ such that $\left\|x_{n}-x\right\|_{1} \leq \frac{\epsilon}{2}$ when $n \geq N_{1}$ and $\left\|y_{n}-y\right\|_{2} \leq \frac{\epsilon}{2}$ when $n \geq N_{2}$. Let $N_{0}=\max \left(N_{1}, N_{2}\right)$. Then
$\left\|\left(x_{n}, y_{n}\right)-(x, y)\right\|=\left\|\left(x_{n}-x, y_{n}-y\right)\right\|=\left\|x_{n}-x\right\|_{1}+\left\|y_{n}-y\right\|_{2} \leq \epsilon$
when $n \geq N_{0}$. Hence $\left\{\left(x_{n}, y_{n}\right)\right\}$ converges to $(x, y)$ in $Z$.
(b) Suppose that $\left\{\left(x_{n}, y_{n}\right)\right\}$ is Cauchy in $Z$. Then there exists $N \in \mathbb{N}$ such that

$$
\left\|\left(x_{n}-x_{m}, y_{n}-y_{m}\right)\right\|=\left\|\left(x_{n}, y_{n}\right)-\left(x_{m}, y_{m}\right)\right\| \leq \epsilon
$$

when $m, n \geq N$. Thus $\left\|x_{n}-x_{m}\right\|_{1} \leq\left\|\left(x_{n}-x_{m}, y_{n}-y_{m}\right)\right\| \leq \epsilon$ and $\left\|y_{n}-y_{m}\right\|_{2} \leq\left\|\left(x_{n}-x_{m}, y_{n}-y_{m}\right)\right\| \leq \epsilon$ when $m, n \geq N$. Thus $\left\{x_{n}\right\}$ is Cauchy in $X$ and $\left\{y_{n}\right\}$ is Cauchy in $Y$.

Conversely, suppose that $\left\{x_{n}\right\}$ is Cauchy in $X$ and $\left\{y_{n}\right\}$ is Cauchy in $Y$. Then there exist $N_{1}, N_{2} \in \mathbb{N}$ such that $\left\|x_{n}-x_{m}\right\|_{1} \leq \frac{\epsilon}{2}$
when $m, n \geq N_{1}$ and $\left\|y_{n}-y_{m}\right\|_{2} \leq \frac{\epsilon}{2}$ when $m, n \geq N_{2}$. Let $N_{0}=\max \left(N_{1}, N_{2}\right)$. Then

$$
\begin{aligned}
\left\|\left(x_{n}, y_{n}\right)-\left(x_{m}, y_{m}\right)\right\| & =\left\|\left(x_{n}-x_{m}, y_{n}-y_{m}\right)\right\| \\
& =\left\|x_{n}-x_{m}\right\|_{1}+\left\|y_{n}-y_{m}\right\|_{2} \\
& \leq \epsilon
\end{aligned}
$$

when $m, n \geq N_{0}$. Hence $\left\{\left(x_{n}, y_{n}\right)\right\}$ is Cauchy in $Z$.
2.6 Suppose that $\|\cdot\|_{1}$ and $\|\cdot\|_{2}$ are equivalent on $\mathcal{P}$. Then there exist $M, m>0$ such that

$$
m\|p\|_{1} \leq\|p\|_{2} \leq M\|p\|_{1}
$$

for all $p \in \mathcal{P}$. As $m>0$ there is $n \in \mathbb{N}$ such that $\frac{1}{n}<m$. Let $p_{n}:[0,1] \rightarrow \mathbb{R}$ be defined by $p_{n}(x)=x^{n}$. Then $\left\|p_{n}\right\|_{1}=1$ and $\left\|p_{n}\right\|_{2}=\frac{1}{n}$ by Exercise 2.3. Hence

$$
m=m\left\|p_{n}\right\|_{1} \leq\left\|p_{n}\right\|_{2}=\frac{1}{n}
$$

which is a contradiction. Thus $\|\cdot\|_{1}$ and $\|\cdot\|_{2}$ are not equivalent.
2.7 The sets are shown in Figure 9.1.

(a)

(b)

Fig. 9.1. (a) The standard norm; (b) the alternative norm
2.8 Let $\epsilon>0$. There exists $N$ in $\mathbb{N}$ such that $\left\|x_{n}-x_{m}\right\|_{1}<\frac{\epsilon}{K}$ when $m, n \geq \mathbb{N}$. Hence, when $m, n \geq \mathbb{N}$,

$$
\left\|x_{n}-x_{m}\right\| \leq K\left\|x_{n}-x_{m}\right\|_{1}<\epsilon
$$

Therefore $\left\{x_{n}\right\}$ is Cauchy in the metric space $(X, d)$.
2.9 As $\|x\| \leq \frac{1}{m}\|x\|_{1}$ for all $x \in X$, if $\left\{x_{n}\right\}$ is Cauchy in the metric space $\left(X, d_{1}\right)$, then $\left\{x_{n}\right\}$ is Cauchy in the metric space $(X, d)$ by Exercise 2.8.
Conversely, as $\|x\|_{1} \leq M\|x\|$ for all $x \in X$, if $\left\{x_{n}\right\}$ is Cauchy in the metric space $(X, d)$, then $\left\{x_{n}\right\}$ is Cauchy in the metric space $\left(X, d_{1}\right)$ by Exercise 2.8.
2.10 If $x=\left(1, \frac{1}{2}, \frac{1}{3}, \ldots\right)$ then $x \in \ell^{2} \backslash S$. For each $n \in \mathbb{N}$, let $x_{n}=$ $\left(1, \frac{1}{2}, \frac{1}{3}, \ldots, \frac{1}{n}, 0,0, \ldots\right)$. Then $x_{n} \in S$ and

$$
\left\|x-x_{n}\right\|^{2}=\left\|\left(0,0, \ldots, 0, \frac{1}{n+1}, \frac{1}{n+2}, \ldots\right)\right\|^{2}=\sum_{j=n+1}^{\infty}\left(\frac{1}{j}\right)^{2}
$$

Hence $\lim _{n \rightarrow \infty}\left\|x-x_{n}\right\|=0$ and so $\lim _{n \rightarrow \infty} x_{n}=x$. Therefore $x \in \bar{S} \backslash S$ and thus $S$ is not closed.
2.11 (a) $\left\|\frac{\eta x}{2\|x\|}\right\|=\frac{\eta\|x\|}{2\|x\|}=\frac{\eta}{2}<\eta$, so by the given condition $\frac{\eta x}{2\|x\|} \in Y$.
(b) Let $x \in X \backslash\{0\}$. As $Y$ is open there exists $\eta>0$ such that $\{y \in X$ : $\|y\|<\eta\} \subseteq Y$. Hence $\frac{\eta x}{2\|x\|} \in Y$ by part (a). As a scalar multiple of a vector in $Y$ is also in $Y$ we have $x=\frac{2\|x\|}{\eta}\left(\frac{\eta x}{2\|x\|}\right) \in Y$. So $X \subseteq Y$. As $Y$ is a subset of $X$ by definition, it follows that $Y=X$.
2.12 (a) Let $\left\{z_{n}\right\}$ be a sequence in $T$ which converges to a point $z \in X$. Then $\left\|z_{n}-x\right\| \leq r$ for all $n \in \mathbb{N}$, and so $\|z-x\|=\lim _{n \rightarrow \infty}\left\|z_{n}-x\right\| \leq r$, by Theorem 2.11. Thus $z \in T$ so $T$ is closed.
(b) $\left\|z-z_{n}\right\|=\left\|z-\left(1-n^{-1}\right) z\right\|=n^{-1}\|z\| \leq n^{-1} r$ for all $n \in \mathbb{N}$. Therefore $\lim _{n \rightarrow \infty} z_{n}=z$.
Since $S \subseteq T$ and $T$ is closed, $\bar{S} \subseteq T$. Conversely, if $z \in T$ and $z_{n}$ is defined as above then $\left\|z_{n}\right\|=\left(1-n^{-1}\right)\|z\| \leq\left(1-n^{-1}\right) r<r$ so $z_{n} \in S$. Thus $z$ is a limit of a sequence of elements of $S$, so $z \in \bar{S}$. Hence $T \subseteq \bar{S}$ so $T=\bar{S}$.
2.13 Let $\left\{\left(x_{n}, y_{n}\right)\right\}$ be a Cauchy sequence in $Z$. Then $\left\{x_{n}\right\}$ is Cauchy in $X$ and $\left\{y_{n}\right\}$ is Cauchy in $Y$ by Exercise 2.5. As $X$ and $Y$ are Banach spaces, $\left\{x_{n}\right\}$ converges to $x \in X$ and $\left\{y_{n}\right\}$ converges to $y \in Y$. Hence $\left\{\left(x_{n}, y_{n}\right)\right\}$ converges to $(x, y)$ by Exercise 2.5. Therefore $Z$ is a Banach space.
2.14 Let $\left\{f_{n}\right\}$ be a Cauchy sequence in $F_{b}(S, X)$ and let $\epsilon>0$. There exists $N \in \mathbb{N}$ such that $\left\|f_{n}-f_{m}\right\|_{b}<\epsilon$ when $n, m>N$. For all $s \in S$

$$
\left\|f_{n}(s)-f_{m}(s)\right\| \leq\left\|f_{n}-f_{m}\right\|_{b}<\epsilon
$$

when $n, m>N$ and so it follows that $\left\{f_{n}(s)\right\}$ is a Cauchy sequence in $X$. Since $X$ is complete $\left\{f_{n}(s)\right\}$ converges, so we define a function $f: S \rightarrow X$ by

$$
f(s)=\lim _{n \rightarrow \infty} f_{n}(s)
$$

As $\left\|f_{n}(s)-f_{m}(s)\right\|<\epsilon$ for all $s \in S$ when $n, m>N$, taking the limit as $m$ tends to infinity we have $\left\|f_{n}(s)-f(s)\right\| \leq \epsilon$ when $n>N$. Thus

$$
\|f(s)\| \leq \epsilon+\left\|f_{n}(s)\right\| \leq \epsilon+\left\|f_{n}\right\|_{b}
$$

when $n>N$ for all $s \in S$. Therefore $f$ is a bounded function so $f \in$ $F_{b}(S, X)$ and $\lim _{n \rightarrow \infty} f_{n}=f$ as $\left\|f_{n}-f\right\|_{b} \leq \epsilon$ when $n>N$. Thus $F_{b}(S, X)$ is a Banach space.

## Chapter 3

3.1 Rearranging the condition we obtain $(x, u-v)=0$ for all $x \in V$. If $x=u-v$ then $(u-v, u-v)=0$, and hence $u-v=0$, by part (b) in the definition of the inner product. Thus $u=v$.
3.2 Let $x=\sum_{n=1}^{k} \lambda_{n} \widehat{e}_{n}, y=\sum_{n=1}^{k} \mu_{n} \widehat{e}_{n}, z=\sum_{n=1}^{k} \sigma_{n} \widehat{e}_{n} \in V, \alpha, \beta \in \mathbb{F}$. We show that the formula in Example 3.6 defines an inner product on $V$ by verifying that all the properties in Definition 3.1 or 3.3 hold.
(a) $(x, x)=\sum_{n=1}^{k} \lambda_{n} \bar{\lambda}_{n} \geq 0$.
(b) If $(x, x)=0$ then $\sum_{n=1}^{k}\left|\lambda_{n}\right|^{2}=0$ and so $\lambda_{n}=0$ for all $n$. Thus $x=0$. Conversely, if $x=0$ then $\lambda_{n}=0$ for all $n$, so $(x, x)=0$.
(c) $(\alpha x+\beta y, z)=\sum_{n=1}^{k}\left(\alpha \lambda_{n}+\beta \mu_{n}\right) \bar{\sigma}_{n}$

$$
\begin{aligned}
& =\alpha \sum_{n=1}^{k} \lambda_{n} \bar{\sigma}_{n}+\beta \sum_{n=1}^{k} \mu_{n} \bar{\sigma}_{n} \\
& =\alpha(x, z)+\beta(y, z)
\end{aligned}
$$

(d) $(x, y)=\sum_{n=1}^{k} \lambda_{n} \bar{\mu}_{n}=\overline{\sum_{n=1}^{k} \mu_{n} \bar{\lambda}_{n}}=\overline{(y, x)}$.
3.3 (a) The inequality follows from

$$
0 \leq(|a|-|b|)^{2}=|a|^{2}-2|a||b|+|b|^{2}
$$

(b) $|a+b|^{2}=(a+b)(\bar{a}+\bar{b})=|a|^{2}+a \bar{b}+\bar{a} b+|b|^{2}$

$$
\leq|a|^{2}+2|a||b|+|b|^{2} \leq 2\left(|a|^{2}+|b|^{2}\right) \quad \text { (by inequality (a)). }
$$

We now show that $\ell^{2}$ is a vector space. Let $x=\left\{x_{n}\right\}, y=\left\{y_{n}\right\} \in \ell^{2}$ and $\alpha \in \mathbb{F}$. Then $\sum_{n=1}^{\infty}\left|\alpha x_{n}\right|^{2}=|\alpha|^{2} \sum_{n=1}^{\infty}\left|x_{n}\right|^{2}<\infty$, so $\alpha x \in \ell^{2}$. Also, for any $n \in \mathbb{N},\left|x_{n}+y_{n}\right|^{2} \leq 2\left(\left|x_{n}\right|^{2}+\left|y_{n}\right|^{2}\right)$ (by inequality (b)) so

$$
\sum_{n=1}^{\infty}\left|x_{n}+y_{n}\right|^{2} \leq 2 \sum_{n=1}^{\infty}\left(\left|x_{n}\right|^{2}+\left|y_{n}\right|^{2}\right)<\infty
$$

and hence $x+y \in \ell^{2}$. Thus, $\ell^{2}$ is a vector space. Moreover, by inequality (a),

$$
\sum_{n=1}^{\infty}\left|x_{n} \bar{y}_{n}\right| \leq \frac{1}{2} \sum_{n=1}^{\infty}\left(\left|x_{n}\right|^{2}+\left|y_{n}\right|^{2}\right)<\infty
$$

so $x \bar{y} \in \ell^{1}$ (in the proof of the analogous result in Example 3.7 we used Hölder's inequality, since it was available, but the more elementary form of inequality used here would have sufficed). Since $x \bar{y} \in \ell^{1}$, it follows that the formula $(x, y)=\sum_{n=1}^{\infty} x_{n} \bar{y}_{n}$ is well-defined. We now verify that this formula defines an inner product on $\ell^{2}$.
(a) $(x, x)=\sum_{n=1}^{\infty}\left|x_{n}\right|^{2} \geq 0$.
(b) If $(x, x)=0$ then $\sum_{n=1}^{\infty}\left|x_{n}\right|^{2}=0$ and so $x_{n}=0$ for all $n$. Thus $x=0$. Conversely, if $x=0$ then $\lambda_{n}=0$ for all $n$, so $(x, x)=0$.
(c) $(\alpha x+\beta y, z)=\sum_{n=1}^{\infty}\left(\alpha x_{n}+\beta y_{n}\right) \bar{z}_{n}$

$$
\begin{aligned}
& =\alpha \sum_{n=1}^{\infty} x_{n} \bar{z}_{n}+\beta \sum_{n=1}^{\infty} y \bar{z}_{n} \\
& =\alpha(x, z)+\beta(y, z)
\end{aligned}
$$

(d) $(x, y)=\sum_{n=1}^{\infty} x_{n} \bar{y}_{n}=\overline{\sum_{n=1}^{\infty} y_{n} \bar{x}_{n}}=\overline{(y, x)}$.
3.4 (a) By expanding the inner products we obtain

$$
\begin{aligned}
& (u+v, x+y)=(u, x)+(v, y)+(u, y)+(v, x) \\
& (u-v, x-y)=(u, x)+(v, y)-(u, y)-(v, x)
\end{aligned}
$$

Subtracting these gives the result.
(b) In the identity in part (a), replace $v$ by $i v$ and $y$ by $i y$ to obtain

$$
\begin{aligned}
(u+i v, x+i y)-(u-i v, x-i y) & =2(u, i y)+2(i v, x) \\
& =-2 i(u, y)+2 i(v, x)
\end{aligned}
$$

Multiply this equation by $i$ and add to the identity in part (a) to obtain

$$
\begin{gathered}
(u+v, x+y)-(u-v, x-y)+i(u+i v, x+i y)-i(u-i v, x-i y) \\
=2(u, y)+2(v, x)+2(u, y)-2(v, x)=4(u, y)
\end{gathered}
$$

3.5 (a) Putting $u=y$ and $v=x$ in the identity in part (a) of Exercise 3.4 and using the definition of the induced norm gives the result.
(b) Putting $u=x$ and $v=y$ in the identity in part (a) of Exercise 3.4 and using $(x, y)=(y, x)$ gives the result.
(c) Putting $u=x$ and $v=y$ in the identity in part (b) of Exercise 3.4 gives the result.
3.6


Fig. 9.2. Parallelogram with sides $x$ and $y$ in the plane
Writing out the cosine rule for any two adjacent triangles in the above figure (using the angles $\theta$ and $\pi-\theta$ at the centre) and adding these yields the parallelogram rule in this case (using $\cos (\pi-\theta)=-\cos \theta$ ).
3.7 From the definition of the norm $\|\cdot\|_{1}$ on $\mathbb{R}^{k}$ we have

$$
\begin{array}{r}
\left\|\widehat{e}_{1}+\widehat{e}_{2}\right\|_{1}^{2}+\left\|\widehat{e}_{1}-\widehat{e}_{2}\right\|_{1}^{2}=2^{2}+2^{2}=8 \\
2\left(\left\|\widehat{e}_{1}\right\|_{1}^{2}+\left\|\widehat{e}_{2}\right\|_{1}^{2}\right)=2(1+1)=4
\end{array}
$$

Thus the parallelogram rule does not hold and so the norm cannot be induced by an inner product.
3.8 From

$$
\begin{aligned}
& ((x+\alpha y),(x+\alpha y))=\|x\|^{2}+\|y\|^{2}+2 \Re \mathrm{e}(\alpha(y, x)), \\
& ((x-\alpha y),(x-\alpha y))=\|x\|^{2}+\|y\|^{2}-2 \Re \mathrm{e}(\alpha(y, x)),
\end{aligned}
$$

it follows that, for any $\alpha \neq 0$,

$$
\|x+\alpha y\|=\|x-\alpha y\| \Longleftrightarrow \Re \mathrm{e}(\alpha(y, x))=0 \Longleftrightarrow(x, y)=0 .
$$

3.9 We have $\|a\|=\sqrt{18},\|b\|=\sqrt{2}$, and putting $v_{1}=\|a\|^{-1} a$ and $v_{2}=\|b\|^{-1} b$ it can be checked that $\left\{v_{1}, v_{2}\right\}$ is an orthonormal basis of $S$. This can be extended to an orthonormal basis of $\mathbb{R}^{3}$ by adding the vector $(1,0,0)$ to the set and applying the Gram-Schmidt algorithm, to obtain the vector $v_{3}=\frac{1}{3}(2,-1,2)$ orthogonal to $v_{1}$ and $v_{2}$.
3.10 The Gram-Schmidt algorithm yields $e_{1}=\frac{1}{\sqrt{2}}, e_{2}=\sqrt{\frac{3}{2}} x, e_{3}=\sqrt{\frac{5}{8}}\left(3 x^{2}-1\right)$.
3.11 By Example 3.10, $\mathcal{H}$ is an inner product space so we only need to show that it is complete with respect to the norm induced by the inner product defined in Example 3.10. Now, Exercise 2.14 shows that $\mathcal{H}$ is complete with respect to the norm defined in Example 2.8, while Remark 3.11 notes that this norm is equivalent to the induced norm, so $\mathcal{H}$ must also be complete with respect to the induced norm.
3.12 The results of Exercise 3.9 (and Example 3.28) show that $S^{\perp}$ is spanned by the vector $v_{3}=\frac{1}{3}(2,-1,2)$.
3.13 Since $a$ is the only element of $A$, it follows from the definition of $A^{\perp}$ that $x=\left(x_{1}, \ldots, x_{k}\right) \in A^{\perp}$ if and only if

$$
0=(x, a)=a_{1} x_{1}+\ldots+a_{k} x_{k} .
$$

3.14 Let $S=\operatorname{Sp}\left\{e_{p+1}, \ldots, e_{k}\right\}$. If $x \in S$ then $x=\sum_{n=p+1}^{k} \lambda_{n} e_{n}$, for some numbers $\lambda_{n}, n=p+1, \ldots, k$. Any $a \in A$ has the form $a=\sum_{m=1}^{p} \alpha_{m} e_{m}$. By orthonormality,

$$
(x, a)=\sum_{n=p+1}^{k} \sum_{m=1}^{p} \lambda_{n} \bar{\alpha}_{m}\left(e_{n}, e_{m}\right)=0
$$

for all $a \in A$. Thus $x \in A^{\perp}$, and so $S \subset A^{\perp}$. Now suppose that $x \in A^{\perp}$ and write $x=\sum_{n=1}^{k} \lambda_{n} e_{n}$. Choosing $a=\sum_{m=1}^{p} \lambda_{m} e_{m} \in A$, we have

$$
0=(x, a)=\sum_{m=1}^{p}\left|\lambda_{m}\right|^{2}
$$

and so $\lambda_{m}=0, m=1, \ldots, p$. This implies that $x=\sum_{n=p+1}^{k} \lambda_{n} e_{n} \in S$, and so $A^{\perp} \subset S$. Therefore, $S=A^{\perp}$.
3.15 Let $S=\left\{\left(x_{n}\right) \in \ell^{2}: x_{2 n-1}=0\right.$ for all $\left.n \in \mathbb{N}\right\}$. If $x \in S$ and $y \in A$ then $(x, y)=\sum_{n=1}^{\infty} x_{n} \bar{y}_{n}=0$. Thus $x \in A^{\perp}$, and so $S \subset A^{\perp}$. Conversely, let $x \in A^{\perp}$ and suppose $x_{2 m-1} \neq 0$ for some $m \in \mathbb{N}$. The vector $\widetilde{e}_{2 m-1}$ in the standard orthonormal basis in $\ell^{2}$ belongs to $A$, so $0=\left(x, \widetilde{e}_{2 m-1}\right)=x_{2 m-1}$, which is a contradiction. Thus $x_{2 m-1}=0$ for all $m \in \mathbb{N}$, so $x \in S$. Hence $A^{\perp} \subset S$, and so $A^{\perp}=S$.
3.16 Since $A \subset \bar{A}$ we have $\bar{A}^{\perp} \subset A^{\perp}$, by part (e) of Lemma 3.29. Let $y \in A^{\perp}$. Then $(x, y)=0$ for all $x \in A$. Now suppose that $x \in \bar{A}$, and $\left\{x_{n}\right\}$ is a sequence of elements of $A$ such that $\lim _{n \rightarrow \infty} x_{n}=x$. Then $(x, y)=$ $\lim _{n \rightarrow \infty}\left(x_{n}, y\right)=0$. Thus $(x, y)=0$ for any $x \in \bar{A}$, and so $y \in \bar{A}^{\perp}$. Hence $A^{\perp} \subset \bar{A}^{\perp}$, and so $A^{\perp}=\bar{A}^{\perp}$.
$3.17 X \subset X+Y$ and $Y \subset X+Y$ so $(X+Y)^{\perp} \subset X^{\perp}$ and $(X+Y)^{\perp} \subset Y^{\perp}$. Thus $(X+Y)^{\perp} \subset X^{\perp} \cap Y^{\perp}$. Conversely let $u \in X^{\perp} \cap Y^{\perp}$ and let $v \in X+Y$. Then $u \in X^{\perp}, u \in Y^{\perp}$ and $v=x+y$, where $x \in X$ and $y \in Y$. Hence

$$
(v, u)=(x+y, u)=(x, u)+(y, u)=0+0=0
$$

so $u \in(X+Y)^{\perp}$, and hence $X^{\perp} \cap Y^{\perp} \subset(X+Y)^{\perp}$. Thus $X^{\perp} \cap Y^{\perp}=$ $(X+Y)^{\perp}$.
3.18 Let $E=\{x \in \mathcal{H}:(x, y)=0\}$. For any $x \in \mathcal{H}$,

$$
(x, y)=0 \Longleftrightarrow(x, \alpha y)=0, \forall \alpha \in \mathbb{F} \Longleftrightarrow x \in S^{\perp}
$$

since any vector in $S$ has the form $\alpha y$, so $E=S^{\perp}$. Now, since $S$ is 1dimensional it is closed, so by Corollary 3.36, $E^{\perp}=S^{\perp \perp}=S$.
3.19 Suppose that $Y^{\perp}=\{0\}$. Then by Corollary 3.35 and part (c) of Lemma 3.29, $Y=Y^{\perp \perp}=\{0\}^{\perp}=\mathcal{H}$, which contradicts the assumption that $Y \neq \mathcal{H}$, so we must have $Y^{\perp} \neq\{0\}$.

The result need not be true if $Y$ is not closed. To see this let $Y$ be a dense linear subspace with $Y \neq \mathcal{H}$. Then by Exercise 3.16, $Y^{\perp}=\bar{Y}^{\perp}=\mathcal{H}^{\perp}=$ $\{0\}$. To see that such subspaces exist in general we consider the subspace $S$ in Exercise 2.10. It is shown there that this subspace is not closed. To see that it is dense, let $y=\left\{y_{n}\right\}$ be an arbitrary element of $\ell^{2}$ and let $\epsilon>0$. Choose $N \in \mathbb{N}$ such that $\sum_{n=N}^{\infty}\left|y_{n}\right|^{2}<\epsilon^{2}$, and define an element $x=\left\{x_{n}\right\} \in \ell^{2}$ by $x_{n}=y_{n}$ if $n<N$, and $x_{n}=0$ otherwise. Clearly, $\|x-y\|^{2}=\sum_{n=N}^{\infty}\left|y_{n}\right|^{2}<\epsilon^{2}$, which proves the density of this subspace.
3.20 (a) By parts (f) and (g) of Lemma 3.29, $A^{\perp \perp}$ is a closed linear subspace containing $A$. Hence $\overline{\mathrm{Sp}} A \subset A^{\perp \perp}$ by Definition 2.23 . Now suppose that $Y$ is any closed linear subspace containing $A$. Then by part (e) of Lemma 3.29 (twice) and Corollary 3.35, $A^{\perp \perp} \subset Y^{\perp \perp}=Y$, and hence $A^{\perp \perp} \subset \overline{\mathrm{Sp}} A$, by Definition 2.23. Therefore $A^{\perp \perp}=\overline{\mathrm{Sp}} A$.
(b) By part (f) of Lemma 3.29, $A^{\perp}$ is a closed linear subspace. By Corollary $3.35,\left(A^{\perp}\right)^{\perp \perp}=A^{\perp}$.
3.21 With the notation of Example 3.46 we have, putting $x=e_{1}$,

$$
\sum_{n=1}^{\infty}\left|\left(x, e_{2 n}\right)\right|^{2}=0<1=\|x\|^{2}
$$

3.22 Using Theorem 3.42 we have:
(a) $\sum_{n=1}^{\infty} n^{-2}<\infty$, so $\sum_{n=1}^{\infty} n^{-1} e_{n}$ converges;
(b) $\sum_{n=1}^{\infty} n^{-1}=\infty$, so $\sum_{n=1}^{\infty} n^{-1 / 2} e_{n}$ does not converge.
3.23 (a) By the given condition and Theorem 3.42 we have

$$
\begin{aligned}
\sum_{n=1}^{\infty}\left(x, e_{\rho(n)}\right) e_{n} \text { converges } & \Longleftrightarrow \sum_{n=1}^{\infty}\left|\left(x, e_{\rho(n)}\right)\right|^{2}<\infty \\
& \Longleftrightarrow \sum_{n=1}^{\infty}\left|\left(x, e_{n}\right)\right|^{2}<\infty \\
& \Longleftrightarrow \sum_{n=1}^{\infty}\left(x, e_{n}\right) e_{n} \text { converges. }
\end{aligned}
$$

However, since $\left\{e_{n}\right\}$ is an orthonormal sequence, $\sum_{n=1}^{\infty}\left(x, e_{n}\right) e_{n}$ converges (by Corollary 3.44). Hence $\sum_{n=1}^{\infty}\left(x, e_{\rho(n)}\right) e_{n}$ converges.
(b) Since $\left\{e_{n}\right\}$ is an orthonormal basis, by Theorem 3.47

$$
\left\|\sum_{n=1}^{\infty}\left(x, e_{\rho(n)}\right) e_{n}\right\|^{2}=\sum_{n=1}^{\infty}\left|\left(x, e_{\rho(n)}\right)\right|^{2}=\sum_{n=1}^{\infty}\left|\left(x, e_{n}\right)\right|^{2}=\|x\|^{2}
$$

3.24 From Theorem 3.47, $x=\sum_{n=1}^{\infty}\left(x, e_{n}\right) e_{n}$, so by the continuity of the inner product,

$$
\begin{aligned}
(x, y) & =\left(\lim _{k \rightarrow \infty} \sum_{n=1}^{k}\left(x, e_{n}\right) e_{n}, y\right)=\lim _{k \rightarrow \infty} \sum_{n=1}^{k}\left(x, e_{n}\right)\left(e_{n}, y\right) \\
& =\sum_{n=1}^{\infty}\left(x, e_{n}\right)\left(e_{n}, y\right) .
\end{aligned}
$$

3.25 The first part of the question follows immediately from the characterization of density given in part (f) of Theorem 1.25 (for any $\epsilon>0$ there exists $k \in \mathbb{N}$ such that $k>1 / \epsilon$ and for any $k \in \mathbb{N}$ there exists $\epsilon>0$ such that $k>1 / \epsilon$ ).

Next, suppose that $M$ is separable and $N \subset M$. Then there is a countable dense set $U=\left\{u_{n}: n \in \mathbb{N}\right\}$ in $M$. Now consider an arbitrary pair $(n, k) \in \mathbb{N}^{2}$. If there exists a point $y \in N$ with $d\left(y, u_{n}\right)<1 / k$ then we put $b_{(n, k)}=y$; otherwise we ignore the pair $(n, k)$. Let $B \subset N$ be the complete collection of points $b_{n, k}$ obtained by this process. The set $B$ is countable (since the set $\mathbb{N}^{2}$ is countable - see [7] if this is unclear). Also, for any $k \geq 1$ and any $y \in N$, there exists $u_{n} \in U$ such that $d\left(y, u_{n}\right)<1 / 2 k$, so by the construction of $B$ there is a point $b_{(n, 2 k)} \in B$ with $d\left(b_{(n, 2 k)}, u_{n}\right)<1 / 2 k$. It follows that $d\left(y, b_{(n, 2 k)}\right)<1 / k$, and so $B$ must be dense in $N$. This proves that $N$ is separable.
3.26 By Lemma 3.25 and Exercise 3.25 each of $Y$ and $Y^{\perp}$ are separable Hilbert spaces, so by Theorem 3.52 there exist orthonormal bases $\left\{e_{i}\right\}_{i=1}^{m}$ and $\left(f_{j}\right)_{j=1}^{n}$ for $Y$ and $Y^{\perp}$ respectively (where $m, n$ are the dimensions of $Y, Y^{\perp}$, and may be finite or $\infty$ ). We will show that the union $B=\left\{e_{i}\right\}_{i=1}^{m} \cup\left\{f_{j}\right\}_{j=1}^{n}$ is an orthonormal basis for $\mathcal{H}$. Firstly, it is clear that $B$ is orthonormal (since $\left(e_{i}, f_{j}\right)=0$ for any $i, j$ ). Next, by Theorem 3.34, $x=u+v$ with $u \in Y, v \in Y^{\perp}$, and by Theorem 3.47,

$$
\begin{aligned}
x & =u+v=\sum_{i=1}^{m}\left(u, e_{i}\right) e_{i}+\sum_{j=1}^{n}\left(v, f_{j}\right) f_{j} \\
& =\sum_{i=1}^{m}\left(x, e_{i}\right) e_{i}+\sum_{j=1}^{n}\left(x, f_{j}\right) f_{j},
\end{aligned}
$$

and hence, by Theorem 3.47 again, $B$ is an orthonormal basis for $\mathcal{H}$.
3.27 (a) Consider the space $C_{\mathbb{R}}[a, b]$, with norm $\|\cdot\|$, and suppose that $f \in$ $C_{\mathbb{R}}[a, b]$ and $\epsilon>0$ is arbitrary. By Theorem 1.40 there exists a real polynomial $p_{1}(x)=\sum_{k=0}^{n} \alpha_{k} x^{k}$ such that $\left\|f-p_{1}\right\|<\epsilon / 2$. Now, for each $k=0, \ldots, n$, we choose rational coefficients $\beta_{k}$, such that $\mid \beta_{n}-$ $\alpha_{n} \mid<\epsilon /\left(2 n \gamma^{k}\right)($ where $\gamma=\max \{|a|,|b|\})$, and let $p_{2}(x)=\sum_{k=0}^{n} \beta_{k} x^{k}$. Then

$$
\left\|p_{1}-p_{2}\right\| \leq \sum_{k=0}^{n}\left|\beta_{n}-\alpha_{n}\right| \gamma^{k}<\epsilon / 2
$$

and hence $\left\|f-p_{2}\right\|<\epsilon$, which proves the result (by part (f) of Theorem 1.25). For the complex case we apply this result to the real and imaginary parts of $f \in C_{\mathbb{C}}[a, b]$.
(b) Next, consider the space $L_{\mathbb{R}}^{2}[a, b]$, with norm $\|\cdot\|$, and suppose that $f \in L_{\mathbb{R}}^{2}[a, b]$ and $\epsilon>0$ is arbitrary. By Theorem 1.62 there exists a function $g \in C_{\mathbb{R}}[a, b]$ such that $\|f-g\|<\epsilon / 2$. Now, by part (a) there exists a polynomial $p$ with rational coefficients such that $\| g-$ $p \|_{C}<\epsilon /(2 \sqrt{|b-a|})$ (where $\|\cdot\|_{C}$ denotes the norm in $\left.C_{\mathbb{R}}[a, b]\right)$, so the $L_{\mathbb{R}}^{2}[a, b]$ norm $\|g-p\|<\epsilon / 2$ and hence $\|f-p\|<\epsilon$, which proves the result in the real case. Again, for the complex case we apply this result to the real and imaginary parts of $f$.

Now, the set of polynomials with rational coefficients is countable, and we have just shown that it is dense in $C[a, b]$, so this space is separable.
3.28 (a) The $2 n$th order term in the polynomial $u_{n}$ is clearly $x^{2 n}$ and the $2 n$th derivative of this is $(2 n)!$.
(b) It suffices to consider the case $0 \leq m<n$. Now, if $0 \leq k<n$, then by $k$ integrations by parts,

$$
\begin{aligned}
\int_{-1}^{1} x^{k} \frac{d^{n} u_{n}}{d x^{n}} d x & =\left.x^{k} \frac{d^{n-1} u_{n}}{d x^{n-1}}\right|_{-1} ^{1}-k \int_{-1}^{1} x^{(k-1)} \frac{d^{n-1} u_{n}}{d x^{n-1}} d x \\
& \vdots \\
& =(-1)^{k} k!\int_{-1}^{1} \frac{d^{n-k} u_{n}}{d x^{n-k}} d x \\
& =\left.(-1)^{k} k!\frac{d^{n-k-1} u_{n}}{d x^{n-k-1}}\right|_{-1} ^{1}=0 .
\end{aligned}
$$

Since $P_{m}$ has order $m<n$, it follows that $\left(P_{m}, P_{n}\right)=0$.
(c) Using (a) and a standard reduction formula we obtain

$$
\begin{aligned}
\int_{-1}^{1} \frac{d^{n} u_{n}}{d x^{n}} \frac{d^{n} u_{n}}{d x^{n}} d x & =(-1)^{n} \int_{-1}^{1} \frac{d^{2 n} u_{n}}{d x^{2 n}} u_{n} d x \\
& =(-1)^{n}(2 n)!2 \int_{0}^{\pi / 2}(\sin \theta)^{2 n+1} d \theta \\
& =2(2 n)!\frac{(2 n)(2 n-2) \ldots 2}{(2 n+1)(2 n-1) \ldots 1} \\
& =\left(2^{n} n!\right)^{2} \frac{2}{2 n+1}
\end{aligned}
$$

(d) Parts (b) and (c) show that the given set is orthonormal. Thus, by Theorem 3.47 it suffices to show that $\operatorname{Sp}\left\{e_{n}: n \geq 0\right\}$ is dense in $\mathcal{H}$. Now, a simple induction argument shows that any polynomial of order $k$ can be expressed as a linear combination of the functions $e_{1}, \ldots, e_{k}$ (since, for each $n \geq 0$, the polynomial $e_{n}$ is of order $n$ ). Thus, the set $\operatorname{Sp}\left\{e_{n}: n \in \mathbb{N}\right\}$ coincides with the set of polynomials on $[-1,1]$, which is dense in $\mathcal{H}$ by Exercise 3.27. This proves the result.

## Chapter 4

4.1 Since $|f(x)| \leq \sup \{|f(y)|: y \in[0,1]\}=\|f\|$ for all $x \in[0,1]$,

$$
|T(f)|=\left|\int_{0}^{1} f(x) d x\right| \leq \int_{0}^{1}|f(x)| d x \leq \int_{0}^{1}\|f\| d x=\|f\|
$$

Hence $T$ is continuous.
4.2 (a) Since $|h(x)| \leq\|h\|_{\infty}$ a.e.,

$$
|f(x) h(x)|^{2} \leq|f(x)|^{2}\|h\|_{\infty}^{2} \text { a.e. }
$$

Therefore

$$
\int_{0}^{1}|f h|^{2} d \mu \leq\|h\|_{\infty}^{2} \int_{0}^{1}|f|^{2} d \mu<\infty
$$

since $f \in L^{2}$. Thus $f h \in L^{2}$. Moreover

$$
\|f h\|_{2}^{2}=\int_{0}^{1}|f h|^{2} d \mu \leq\|h\|_{\infty}^{2} \int_{0}^{1}|f|^{2} d \mu=\|f\|_{2}^{2}\|h\|_{\infty}^{2}
$$

(b) $\|T(f)\|_{2}^{2}=\|f h\|_{2}^{2} \leq\|f\|_{2}^{2}\|h\|_{\infty}^{2}$ so $T$ is continuous.
4.3 By the Cauchy-Schwarz inequality, for any $x \in \mathcal{H}$,

$$
|f(x)|^{2}=|(x, y)|^{2} \leq\|x\|^{2}\|y\|^{2}
$$

so $f$ is continuous.
4.4 (a) We have to show that $\left\|\left(0,4 x_{1}, x_{2}, 4 x_{3}, x_{4}, \ldots\right)\right\|_{2}^{2}<\infty$. Now

$$
\begin{aligned}
\|\left(0,4 x_{1}, x_{2}, 4 x_{3}, x_{4},\right. & \ldots) \|_{2}^{2} \\
& =16\left|x_{1}\right|^{2}+\left|x_{2}\right|^{2}+16\left|x_{3}\right|^{2}+\left|x_{4}\right|^{2}+\ldots \\
& \leq 16 \sum_{n=1}^{\infty}\left|x_{n}\right|^{2} \\
& <\infty
\end{aligned}
$$

as $\left\{x_{n}\right\} \in \ell^{2}$. Hence $\left(0,4 x_{1}, x_{2}, 4 x_{3}, x_{4}, \ldots\right) \in \ell^{2}$.
(b) $T$ is continuous since

$$
\left\|T\left(\left\{x_{n}\right\}\right)\right\|_{2}^{2}=\left\|\left(0,4 x_{1}, x_{2}, 4 x_{3}, x_{4}, \ldots\right)\right\|_{2}^{2} \leq 16\left\|\left\{x_{n}\right\}\right\|_{2}^{2} .
$$

4.5 Let $p_{n} \in \mathcal{P}$ be defined by $p_{n}(t)=t^{n}$. Then

$$
\left\|p_{n}\right\|=\sup \left\{\left|p_{n}(t)\right|: t \in[0,1]\right\}=1
$$

while $\left\|T\left(p_{n}\right)\right\|=\left\|p_{n}^{\prime}(1)\right\|=n$. Therefore there does not exist $k \geq 0$ such that $\|T(p)\| \leq k\|p\|$ for all $p \in \mathcal{P}$ and so $T$ is not continuous.
4.6 (a) In the solution of Exercise 4.1 we showed that

$$
|T(f)|=\left|\int_{0}^{1} f(x) d x\right| \leq \int_{0}^{1}|f(x)| d x \leq \int_{0}^{1}\|f\| d x=\|f\|
$$

Hence $\|T\| \leq 1$.
(b) $|T(g)|=\left|\int_{0}^{1} g(x) d x\right|=1$. Since $\|g\|=\sup \{g(x): x \in[0,1]\}=1$,

$$
1=|T(g)| \leq\|T\|\|g\|=\|T\|
$$

Combining this with the result in part (a) it follows that $\|T\|=1$.
4.7 In the solution of Exercise 4.2 we showed that

$$
\|T(f)\|_{2}^{2}=\|f h\|_{2}^{2} \leq\|f\|_{2}^{2}\|h\|_{\infty}^{2}
$$

Hence $\|T(f)\|_{2} \leq\|f\|_{2}\|h\|_{\infty}$ and so $\|T\| \leq\|h\|_{\infty}$.
4.8 In the solution of Exercise 4.4 we showed that

$$
\left\|T\left\{x_{n}\right\}\right\|_{2}^{2}=\left\|\left(0,4 x_{1}, x_{2}, 4 x_{3}, x_{4}, \ldots\right)\right\|_{2}^{2} \leq 16\left\|\left\{x_{n}\right\}\right\|_{2}^{2}
$$

Therefore $\left\|T\left\{x_{n}\right\}\right\|_{2} \leq 4\left\|\left\{x_{n}\right\}\right\|_{2}$ and so

$$
\|T\| \leq 4
$$

Moreover $\|(1,0,0, \ldots)\|_{2}=1$ and

$$
\|T(1,0,0, \ldots)\|_{2}=\|(0,4,0, \ldots)\|_{2}=4
$$

Thus $\|T\| \geq 4$ and so $\|T\|=4$.
4.9 Since $T$ is an isometry, $\|T(x)\|=\|x\|$ for all $x \in X$, so $T$ is continuous and $\|T\| \leq 1$. Also, if $\|x\|=1$ then

$$
1=\|x\|=\|T(x)\| \leq\|T\|\|x\| \leq\|T\|
$$

and so $\|T\|=1$.
4.10 By the Cauchy-Schwarz inequality, for all $x \in \mathcal{H}$,

$$
|f(x)|^{2}=|(x, y)|^{2} \leq\|x\|^{2}\|y\|^{2}
$$

Thus $\|f\| \leq\|y\|$. However,

$$
f(y)=(y, y)=\|y\|^{2}
$$

and so $\|f\| \geq\|y\|$. Therefore $\|f\|=\|y\|$.
4.11 By the Cauchy-Schwarz inequality,

$$
\|T x\|=\|(x, y) z\|=|(x, y)|\|z\| \leq\|x\|\|y\|\|z\| .
$$

Hence $T$ is bounded and $\|T\| \leq\|y\|\|z\|$.
4.12 By Lemma 4.30,

$$
\|T(R)\|=\|P R Q\| \leq\|P\|\|R\|\|Q\|
$$

Thus $T$ is bounded and $\|T\| \leq\|P\|\|Q\|$.
4.13 (a)

$$
\begin{aligned}
T^{2}\left(x_{1}, x_{2}, x_{3}, x_{4}, \ldots\right) & =T\left(T\left(x_{1}, x_{2}, x_{3}, x_{4}, \ldots\right)\right) \\
& =T\left(0,4 x_{1}, x_{2}, 4 x_{3}, x_{4}, \ldots\right) \\
& =\left(0,0,4 x_{1}, 4 x_{2}, 4 x_{3}, 4 x_{4}, \ldots\right)
\end{aligned}
$$

(b) From the result in part (a)

$$
\left\|T^{2}\left(\left\{x_{n}\right\}\right)\right\|_{2}^{2}=\left\|\left(0,0,4 x_{1}, 4 x_{2}, 4 x_{3}, 4 x_{4}, \ldots\right)\right\|_{2}^{2}=16\left\|\left\{x_{n}\right\}\right\|_{2}^{2}
$$

and hence $\left\|T^{2}\right\| \leq 4$. Moreover $\|(1,0,0, \ldots)\|_{2}=1$ and

$$
\left\|T^{2}(1,0,0, \ldots)\right\|_{2}=\|(0,0,4,0, \ldots)\|_{2}=4
$$

Thus $\left\|T^{2}\right\| \geq 4$ and so $\left\|T^{2}\right\|=4$.
Since $\|T\|=4$, by Exercise 4.8, it follows that $\|T\|^{2} \neq\left\|T^{2}\right\|$.
4.14 Since $S$ and $T$ are isometries,

$$
\|(S \circ T)(x)\|=\|S(T(x))\|=\|T(x)\|=\|x\|,
$$

for all $x \in X$. Hence $S \circ T$ is an isometry.
4.15 (a) Since

$$
T_{1}^{-1} T_{1}=I=T_{1} T_{1}^{-1}
$$

$T_{1}^{-1}$ is invertible with inverse $T_{1}$.
(b) Since

$$
\left(T_{1} T_{2}\right)\left(T_{2}^{-1} T_{1}^{-1}\right)=T_{1}\left(T_{2} T_{2}^{-1}\right) T_{1}^{-1}=T_{1} T_{1}^{-1}=I
$$

and

$$
\left(T_{2}^{-1} T_{1}^{-1}\right)\left(T_{1} T_{2}\right)=T_{2}^{-1}\left(T_{1}^{-1} T_{1}\right) T_{2}=T_{2}^{-1} T_{2}=I
$$

$T_{1} T_{2}$ is invertible with inverse $T_{2}^{-1} T_{1}^{-1}$.
4.16 The hypothesis in the question means that the identity map $I: X \rightarrow X$ from the Banach space $\left(X,\|\cdot\|_{2}\right)$ to the Banach space $\left(X,\|\cdot\|_{1}\right)$ is bounded. Since $I$ is one-to-one and maps $X$ onto $X$ it is invertible by Theorem 4.43. Since the inverse of $I$ is $I$ itself, we deduce that $I$ is a bounded linear operator from $\left(X,\|\cdot\|_{1}\right)$ to $\left(X,\|\cdot\|_{2}\right)$. Therefore, there exists $r>0$ such that $\|x\|_{2} \leq r\|x\|_{1}$ for all $x \in X$, and so $\|x\|_{1}$ and $\|x\|_{2}$ are equivalent.
4.17 (a) Let $\alpha=\inf \left\{\left|c_{n}\right|: n \in \mathbb{N}\right\}$. Then $\left|c_{n}\right| \geq \alpha$ for all $n \in \mathbb{N}$ and so $d_{n}=\frac{1}{c_{n}} \leq \frac{1}{\alpha}$ for all $n \in \mathbb{N}$. Thus $d=\left\{d_{n}\right\} \in \ell^{\infty}$. Now

$$
T_{c} T_{d}\left\{x_{n}\right\}=T_{c}\left\{d_{n} x_{n}\right\}=\left\{c_{n} d_{n} x_{n}\right\}=\left\{x_{n}\right\}
$$

and

$$
T_{d} T_{c}\left\{x_{n}\right\}=T_{d}\left\{c_{n} x_{n}\right\}=\left\{d_{n} c_{n} x_{n}\right\}=\left\{x_{n}\right\}
$$

Hence $T_{c} T_{d}=T_{d} T_{c}=I$.
(b) Since $\lambda \notin\left\{c_{n}: n \in \mathbb{N}\right\}^{-}$then $\inf \left\{\left|c_{n}-\lambda\right|: n \in \mathbb{N}\right\}>0$. Hence if $b_{n}=c_{n}-\lambda$ then $\left\{b_{n}\right\} \in \ell^{\infty}$ and as $\inf \left\{\left|b_{n}\right|: n \in \mathbb{N}\right\}>0$ then $T_{b}$ is invertible by part (a). But $T_{b}\left\{x_{n}\right\}=\left\{\left(c_{n}-\lambda\right) x_{n}\right\}=\left\{c_{n} x_{n}\right\}-\left\{\lambda x_{n}\right\}=$ $\left(T_{c}-\lambda I\right)\left\{x_{n}\right\}$ so $T_{b}=T_{c}-\lambda I$. Thus $T_{c}-\lambda I$ is invertible.
4.18 Since $\left\|\widetilde{e}_{n}\right\|=1$ for all $n \in \mathbb{N}$ and

$$
T_{c}\left(\widetilde{e}_{n}\right)=\left(0,0, \ldots, 0, \frac{1}{n}, 0, \ldots\right)
$$

so that

$$
\lim _{n \rightarrow \infty}\left\|T_{c}\left(\widetilde{e}_{n}\right)\right\|=\lim _{n \rightarrow \infty} \frac{1}{n}=0
$$

it follows that $T_{c}$ is not invertible by Corollary 4.49.
4.19 Since $\lim _{n \rightarrow \infty} T_{n}=T$ there exists $N \in \mathbb{N}$ such that

$$
\left\|T_{n}-T\right\|<1
$$

when $n \geq N$. Now

$$
\left\|I-T_{n}^{-1} T\right\|=\left\|T_{n}^{-1}\left(T_{n}-T\right)\right\| \leq\left\|T_{n}^{-1}\right\|\left\|T_{n}-T\right\|<1
$$

when $n \geq N$. Thus $T_{N}^{-1} T$ is invertible by Theorem 4.40 and so $T=$ $T_{N} T_{N}^{-1} T$ is invertible.
4.20 With $\widetilde{e}_{n} \in \ell^{2}, n \geq 1$, as in Definition 1.60 , we have $\| T_{n}\left(\widetilde{e}_{n}\right)=n$, so $\left\|T_{n}\right\| \geq n$, and hence the set $\left\{\left\|T_{n}\right\|: n \in \mathbb{N}\right\}$ is not bounded. To see that $U$ is not complete, define

$$
u^{k}=\left(1, \frac{1}{2}, \frac{1}{3}, \ldots, \frac{1}{k}, 0,0, \ldots\right) \in V, \quad k \geq 1
$$

which yields a Cauchy sequence $\left\{u^{k}\right\}$ in $U$, which does not converge in $U$. However, setting $X=\mathbb{F}$ and $S=\mathbb{N}$, we see that this example satisfies all the hypotheses of Theorem 4.52 except the completeness of $U$. Since the conclusion of the the theorem does not hold, we see that the completeness of $U$ is necessary.
4.21 It follows from the hypothesis in the question that the mapping $T: \ell^{1} \rightarrow \mathbb{F}$ defined by $T x=\sum_{k=1}^{\infty} \alpha_{k} x_{n}$ is well defined, and by Corollary 4.53, $T \in$ $B\left(\ell^{1}, \mathbb{F}\right)$. Hence, $\left|\alpha_{n}\right|=\left\|T \widetilde{e}_{n}\right\| \leq\|T\|$, for all $n \in \mathbb{N}$, which shows that $\left\{\alpha_{n}\right\} \in \ell^{\infty}$.

## Chapter 5

5.1 Since $\mathcal{M}$ is a closed linear subspace of a Hilbert space, $\mathcal{M}$ is also a Hilbert space. Since $f \in \mathcal{M}^{\prime}$ there exists $y \in \mathcal{M}$ such that $f(x)=(x, y)$ for all $x \in \mathcal{M}$ and $\|f\|=\|y\|$, by Theorem 5.2. If we define $g: \mathcal{H} \rightarrow \mathbb{C}$ by $g(x)=(x, y)$, for all $x \in \mathcal{H}$, then $g \in \mathcal{H}^{\prime}$ and $\|g\|=\|y\|$, by the solution to Exercise 4.10. Hence, $g(x)=(x, y)=f(x)$ for all $x \in \mathcal{M}$ and $\|f\|=\|y\|=\|g\|$.
5.2 (a) A simple adaptation of the proof of Theorem 3.52 (b) shows that $\ell^{p}$ is separable for all $1 \leq p<\infty$.
(b) Let $x^{k}, k \geq 1$, be an arbitrary sequence in $\ell^{\infty}$, with each $x^{k}$ having the form $x^{k}=\left(x_{1}^{k}, x_{2}^{k}, \ldots\right)$. Defining $z \in \ell^{\infty}$ by $z_{n}=x_{n}^{n}+1, n \geq 1$, it is clear that $\left\|z-x^{k}\right\|_{\infty} \geq\left|z_{k}-x_{k}^{k}\right|=1$ for all $k \geq 1$, so the set $\left\{x^{k}\right\}$ cannot be dense in $\ell^{\infty}$.
(c) Suppose that $1 \leq p<\infty$, and let $z \in \ell^{p}$ and $\epsilon>0$ be arbitrary. By definition, there exists an integer $k \geq 1$ such that $\left|z_{n}\right|<\epsilon$ for all $n \geq k$. Now define $x \in \mathcal{S}$ by $x_{n}=z_{n}, n=1, \ldots, k, x_{n}=0, n>k$. Then $\|z-x\|_{\infty} \leq \epsilon$, which shows that $\mathcal{S}$ is dense in $\ell^{p}$. Since $\ell^{p}$ is separable, $\mathcal{S}$ must be separable (by Theorem 1.43).

Since $\ell^{\infty}$ is not separable, $\mathcal{S}$ cannot be dense in $\ell^{\infty}$. For a more explicit demonstration of this, define $z=(1,1, \ldots) \in \ell^{\infty}$. If $x \in \mathcal{S}$ then $x$ has only finitely many non-zero entries, so $\|z-x\|_{\infty} \geq 1$, and hence $\mathcal{S}$ cannot be dense in $\ell^{\infty}$.
5.3 (a) By definition, $\mathcal{S} \subset c_{0} \subset \ell^{1}$ so by Exercise 5.2 and Theorem 1.43, $\mathcal{S}$ is dense in $c_{0}$ and $c_{0}$ is separable.
(b) Suppose that $c_{0}$ is not closed in $\ell^{\infty}$. Then there exists a sequence $x^{k} \in c_{0}, k=1,2, \ldots$, and an $x \in \ell^{\infty} \backslash c_{0}$ such that $\left\|x^{k}-x\right\|_{\infty} \rightarrow 0$. Since $x \notin c_{0}$, there is a $\delta>0$ such that $\left|x_{n}\right|>\delta$ for infinitely many $n \geq 1$. However, for each $k \geq 1$ we have $\lim _{n \rightarrow \infty}\left|x_{n}^{k}\right|=0$, so by the definition of $\|\cdot\|_{\infty},\left\|x^{k}-x\right\|_{\infty} \geq \delta$ which is a contradiction.
(c) The proof that $T_{c_{0}}: \ell^{1} \rightarrow\left(c_{0}\right)^{\prime}$, is a linear isometric isomorphism now follows the proof of Theorem 5.5, with some minor differences to the
inequalities due to the sequences lying in $\ell^{\infty}$ and $\ell^{1}$, rather than in $\ell^{p}$ and $\ell^{q}$.
5.4 We simply verify the conditions in Definition 5.9:
(a) $f(x+y)=f(x)+f(y) ; f(\alpha x)=\alpha f(x)$;
(b) $p(x+y)=|f(x)+f(y)| \leq p(x)+p(y) ; p(\alpha x)=|\alpha| f(x)=\alpha p(x)$;
(d) $p(x+y)=\|f(x)+f(y)\| \leq p(x)+p(y) ; p(\alpha x)=\alpha p(x)$;
(d) $p(x+y)=\left|x_{1}+y_{1}\right|+x_{2}+y_{2} \leq\left|x_{1}\right|+x_{2}+\left|y_{1}\right|+y_{2}=p(x)+p(y)$; $p(\alpha x)=\alpha\left(\left|x_{1}\right|+x_{2}\right)=\alpha p(x)$.
5.5 By (5.6),

$$
|g(v)|^{2}=\left|g_{R}(v)\right|^{2}+\left|g_{R}(i v)\right|^{2}, \quad v \in V
$$

Hence, if $g \in V^{\prime}$ then for any $v \in V,\left|g_{R}(v)\right| \leq|g(v)| \leq\|g\|\|v\|$, so that $g_{R} \in V_{R}^{\prime}$, and $\left\|g_{R}\right\| \leq\|g\|$. Conversely, if $g_{R} \in V_{R}^{\prime}$ then for any $v \in V$ we can choose $\alpha \in \mathbb{C}$ such that $|g(v)|=\alpha g(v)$ (clearly, $|\alpha|=1$ ), and so

$$
|g(v)|=g(\alpha v)=g_{R}(\alpha v) \leq\left\|g_{R}\right\|\|v\| .
$$

Hence, $g \in V^{\prime}$ and $\|g\| \leq\left\|g_{R}\right\|$.
5.6 Corollary 5.22:
(a) This follows from Theorem 5.21, with $W=\{0\}$.
(b) This follows immediately from part (a).
(c) This again follows from Theorem 5.21 , with $W=\operatorname{Sp}\{y\}$ (or interchange the roles of $x$ and $y$ if $x=0$ ).

Corollary 5.23: letting $W=\operatorname{Sp}\left\{x_{1}, \ldots, x_{n}\right\} \subset X$, Theorem 5.1 shows that there exist functionals $f_{1, W}, \ldots, f_{n, W} \in W^{\prime}$ with the required properties and, by Theorem 5.21, these can be extended to functionals in $X^{\prime}$.
5.7 If $W$ is dense in $X$ and $W \subset \operatorname{Ker} f$, for some $f \in X^{\prime}$, then by continuity $f(x)=0$ for all $x \in X$, that is, $f$ is the zero functional. If $W$ is not dense in $X$ then there exists $x \in X$ such that $\delta>0$, where $\delta$ is as in Theorem 5.21. This theorem then yields a suitable functional $f \in X^{\prime}$.
5.8 By Exercise 5.2, the set $\mathcal{S}$ is not dense in $\ell^{\infty}$ so there exists $z \in \ell^{\infty}$ such that $\inf _{x \in \mathcal{S}}\|z-x\|_{\infty}>0$ (for example, $z=(1,1, \ldots)$, see the solution to Exercise 5.2). Hence, by Theorem 5.21, there exists non-zero $f \in\left(\ell^{\infty}\right)^{\prime}$ such that $f(x)=0$ for all $x \in \mathcal{S}$. Hence, for any $n \geq 1, \widetilde{e}_{n} \in \mathcal{S}$, so $f\left(\widetilde{e}_{n}\right)=0$. Now, if $f$ had the form $f_{a}$ for some sequence $a$, then we would have $a_{n}=f\left(\widetilde{e}_{n}\right)=0$, for all $n$, which would yield $a=0$, and hence $f=0$, which contradicts the fact that $f$ is non-zero.
5.9 By definition, $A_{\epsilon}=\bigcup_{a \in A} B_{\epsilon}(0)$, that is, $A_{\epsilon}$ is a union of open sets, so is open. Next, for $i=1,2$, let $a_{i} \in A, \delta_{i} \in B_{\epsilon}(0)$. Then, for any $\lambda \in[0,1]$,
$\lambda\left(a_{1}+\delta_{1}\right)+(1-\lambda)\left(a_{2}+\delta_{2}\right)=\lambda a_{1}+(1-\lambda) a_{2}+\lambda \delta_{1}+(1-\lambda) \delta_{2} \in A+B_{\epsilon}(0)$,
since $A$ is convex and $\left\|\lambda \delta_{1}+(1-\lambda) \delta_{2}\right\| \leq \lambda\left\|\delta_{1}\right\|+(1-\lambda)\left\|\delta_{2}\right\|<\epsilon$, which proves that $A_{\epsilon}$ is convex.
5.10 Suppose that $X$ is complex and the hypotheses of Theorem 5.30 hold in $X$. Since the definition of convexity only involves multiplication by real numbers, these hypotheses also hold in $X_{R}$, so the real case of the theorem constructs a real functional $f_{R} \in X_{R}^{\prime}$ such that either (5.11) or (5.12) hold, with $\Re \mathrm{e} f$ replaced by $f_{R}$. Now define a complex functional $f$ on $X$ as in (5.6). By Lemma 5.15, $f \in X^{\prime}$, and by definition, $\Re \mathrm{e} f=f_{R}$, so that (5.11) or (5.12) hold as stated, which completes the proof.
5.11 As suggested by the hint in the Exercise, we follow the proof of Theorem 5.30 - for brevity we simply describe the necessary changes.

Let $W=\operatorname{Sp}\left\{w_{0}\right\} \oplus U$ and define $f_{W}\left(\alpha w_{0}+u\right)=\alpha, \alpha \in \mathbb{R}, u \in U$. It follows from the condition $A \cap\left(x_{0}+U\right)=\varnothing$ that $w_{0}+u \notin C$, for any $u \in U$, and hence $p_{C}\left(w_{0}+u\right) \geq 1$. It then follows that $f_{W}$ satisfies (5.3), and so, as before, $f_{W}$ has an extension $f \in X^{\prime}$. Now, with $\gamma=f\left(x_{0}\right)$, it follows as before that $f(a)<\gamma=f\left(x_{0}+u\right), a \in A, u \in U$. That is, $x_{0}+U$ is contained in the hyperplane $H=f^{-1}(\gamma)$, and $A \cap H=\varnothing$.
5.12 Suppose that $x \in X \backslash W$. By Theorem 5.21 there exists $f \in X^{\prime}$ such that $f(w)=0, w \in W$, and $f(x) \neq 0$. Let $H$ be the hyperplane $f^{-1}(0)$. Then $W \subset H$ and $x \notin H$, which proves the result.
5.13 Applying Theorem 5.30 (b), with $A=\left\{x_{0}\right\}$, yields a functional $f_{0} \in X^{\prime}$ satisfying (5.12). Now, by the condition on $B$ in the Exercise, $0 \in B$, so we must have $\gamma<0$ in (5.12). Hence, defining $f_{1}=\gamma^{-1} f_{0} \in X^{\prime}$, (5.12) yields

$$
\Re \mathrm{e} f_{1}(b)<1<\Re \mathrm{e} f_{1}\left(x_{0}\right), \quad b \in B
$$

Now suppose that there exists $b_{1} \in B$ such that $\left|f_{1}\left(b_{1}\right)\right| \geq 1$. Let $\alpha=$ $\left|f_{1}\left(b_{1}\right)\right| f_{1}\left(b_{1}\right)^{-}$, where $f_{1}\left(b_{1}\right)^{-}$denotes complex conjugate. Then $|\alpha|=1$ and so, by the condition on $B$ and the above inequality,

$$
1 \leq\left|f_{1}\left(b_{1}\right)\right|^{2}=\alpha f_{1}\left(b_{1}\right)=f_{1}\left(\alpha b_{1}\right)=\Re \mathrm{e} f_{1}\left(\alpha b_{1}\right)<1
$$

This contradiction shows that $\left|f_{1}(b)\right|<1$ for all $b \in B$. Finally, let $\beta=$ $\left|f_{1}\left(x_{0}\right)\right| f\left(x_{0}\right)^{-}$, and define $f=\beta f_{1}$. Since $|\beta|=1, f$ has all the required properties.
5.14 For each $a \in A, J_{X}\left(x_{a}\right) \in X^{\prime \prime}$ satisfies $J_{X}\left(x_{a}\right)(f)=f\left(x_{a}\right)$. Then $\left\|J_{X}\left(x_{a}\right)\right\|=\left\|x_{a}\right\|$, and for each $f \in X^{\prime}$ we have

$$
\sup \left\{\left|J_{X}\left(x_{a}\right)(f)\right|: a \in A\right\}<\infty
$$

Since $X^{\prime \prime}$ is a Banach space, it follows from the uniform boundedness principle (Theorem 4.52) that

$$
\sup \left\{\left\|x_{a}\right\|: a \in A\right\}=\sup \left\{\left\|J_{X}\left(x_{a}\right)\right\|: a \in A\right\}<\infty
$$

5.15 Let $x \in \ell^{p}, y \in \ell^{q}$, be arbitrary. Then, by the various definitions,

$$
T_{p}^{\prime}\left(J_{\ell^{p}}(x)\right)(y)=J_{\ell^{p}}(x) T_{p}(y)=T_{p}(y)(x)=\sum_{n=1}^{\infty} y_{n} x_{n}=T_{q}(x)(y)
$$

so that $T_{p}^{\prime}\left(J_{\ell^{p}}(x)\right)=T_{q}(x)$, and hence $T_{p}^{\prime} \circ J_{\ell^{p}}=T_{q}$.
Now, by Theorem 5.5, $T_{p}, T_{q}$, are isomorphisms, so by Theorem 5.53, $T_{p}^{\prime}$ is an isomorphism, and hence $J_{\ell^{p}}$ is an isomorphism, which proves that $\ell^{p}$ is reflexive.
5.16 (a) Let $f \in W_{2}^{\circ}$ and let $x \in W_{1}$. Then $x \in W_{2}$ and so $f(x)=0$. Therefore $f \in W_{1}^{\circ}$ and hence $W_{2}^{\circ} \subseteq W_{1}^{\circ}$.

Let $y \in{ }^{\circ} Z_{2}$ and let $g \in Z_{1}$. Then $g \in Z_{2}$ and so $g(y)=0$. Therefore $y \in{ }^{\circ} Z_{1}$ and hence ${ }^{\circ} Z_{2} \subseteq^{\circ} Z_{1}$.
(b) Let $x \in W_{1}$. Then $f(x)=0$ for all $f \in W_{1}^{\circ}$. Therefore $x \in^{\circ}\left(W_{1}^{\circ}\right)$ and so $W_{1} \subseteq{ }^{\circ}\left(W_{1}^{\circ}\right)$

Let $g \in Z_{1}$. Then $g(y)=0$ for all $y \in{ }^{\circ} Z_{1}$. Therefore $g \in\left({ }^{\circ} Z_{1}\right)^{\circ}$ and so $Z_{1} \subseteq\left({ }^{\circ} Z_{1}\right)^{\circ}$.
(c) It is easy to check that $W_{1}^{\circ}$ and ${ }^{\circ} Z_{1}$ are linear subspaces. Let $\left\{f_{n}\right\}$ be a sequence in $W_{1}^{\circ}$ which converges to $f$ and let $x \in W_{1}$. Then for each $n \in \mathbb{N}$ we have $f_{n}(x)=0$ and so $f(x)=\lim _{n \rightarrow \infty} f_{n}(x)=0$. Therefore $f \in W_{1}^{\circ}$ and so $W_{1}^{\circ}$ is closed.

Let $\left\{y_{n}\right\}$ be a sequence in ${ }^{\circ} Z_{1}$ which converges to $y$ and let $g \in Z_{1}$. Then for each $n \in \mathbb{N}$ we have $g\left(y_{n}\right)=0$ and so $g(y)=\lim _{n \rightarrow \infty} g\left(y_{n}\right)=0$. Therefore $y \in^{\circ} Z_{1}$ and so ${ }^{\circ} Z_{1}$ is closed.
5.17 First suppose that $x \in \operatorname{Ker} T$ and let $f \in\left(\operatorname{Im} T^{\prime}\right)$. Then there exists $g \in Y^{\prime}$ such that $f=T^{\prime}(g)$. Hence

$$
f(x)=T^{\prime}(g)(x)=g(T(x))=0
$$

and so $x \in{ }^{\circ}\left(\operatorname{Im} T^{\prime}\right)$.

Conversely, suppose that $x \in{ }^{\circ}\left(\operatorname{Im} T^{\prime}\right)$. Then if $g \in Y^{\prime}$,

$$
g(T(x))=\left(T^{\prime}(g)\right)(x)=0,
$$

since $T^{\prime}(g) \in\left(\operatorname{Im} T^{\prime}\right)$. Hence, by the Hahn-Banach theorem, $T(x)=0$ and so $x \in \operatorname{Ker} T$. Therefore Ker $T={ }^{\circ}\left(\operatorname{Im} T^{\prime}\right)$.
5.18 By Theorem 5.53 (a), we need to prove that $T^{\prime}$ is an isometry. By definition, $T^{\prime}(f)(x)=f(T x)$, for all $x \in X$, so

$$
\left\|T^{\prime}(f)(x)\right\|=\|f(T x)\| \leq\|f\|\|T\|\|x\| \quad \Rightarrow \quad\left\|T^{\prime} f\right\| \leq\|f\|
$$

(since $\|T\|=1$ ). On the other hand, for any $\epsilon>0$ there exists $y \in Y$ such that $\|y\|=1$ and $\|f(y)\| \geq\|f\|-\epsilon$. Letting $x=T^{-1} y$, we have $\|x\|=1$ and

$$
\left\|T^{\prime} f\right\| \geq\left\|T^{\prime}(f)(x)\right\|=\|f(T x)\|=\|f(y)\| \geq\|f\|-\epsilon
$$

5.19 Clearly $\|x+Y\| \geq 0$. Suppose that $\|x+Y\|=0$ and let $\left\{y_{n}\right\}$ be a sequence in $Y$ such that $\lim _{n \rightarrow \infty}\left\|x+y_{n}\right\|=0$. This means that $x=\lim _{n \rightarrow \infty}-y_{n}$ and therefore $x$ is in the closure of $Y$. Since $Y$ is closed, $x \in Y$ and so $x+Y=Y=0+Y$.

Let $x_{1}, x_{2} \in X$, let $y_{1}, y_{2} \in Y$ and let $\alpha \in \mathbb{F}$. Since

$$
\left\|\left(x_{1}+x_{2}\right)+Y\right\| \leq\left\|x_{1}+x_{2}+y_{1}+y_{2}\right\| \leq\left\|x_{1}+y_{1}\right\|+\left\|x_{2}+y_{2}\right\|
$$

it follows that $\left\|\left(x_{1}+x_{2}\right)+Y\right\| \leq\left\|x_{1}+Y\right\|+\left\|x_{2}+Y\right\|$.
If $\alpha=0$ then it is clear that $\left\|\left(\alpha x_{1}\right)+Y\right\|=|\alpha|\left\|x_{1}+Y\right\|$, so to complete the proof we can assume that $\alpha>0$. Then

$$
\left\|\left(\alpha x_{1}\right)+Y\right\| \leq\left\|\left(\alpha x_{1}\right)+y_{1}\right\|=|\alpha|\left\|x_{1}+(\alpha)^{-1} y_{1}\right\|,
$$

and hence $\left\|\left(\alpha x_{1}\right)+Y\right\| \leq|\alpha|\left\|x_{1}+Y\right\|$. A similar argument shows that $|\alpha|\left\|x_{1}+Y\right\| \leq\left\|\left(\alpha x_{1}\right)+Y\right\|$, which completes the verification.
5.20 By the Hahn-Banach theorem, the set $E(f)$ is non-empty, and there exists $h \in E(f)$ such that $\|f\|=\|h\|$. Let $g \in X^{\prime}$. If $g \in E(f)$ then $g(x)=f(x)$ for all $x \in M$, so $g(x)=h(x)$ for all $x \in M$. Hence $g-h \in Y^{\circ}$, and therefore $g \in h+Y^{\circ}$. Reversing this argument, if $g \in h+Y^{\circ}$ then $g \in E(f)$, so that $E(f)$ is the coset $h+Y^{\circ}$. Therefore $T$ is well defined and it is easy to check that it is a linear transformation. In addition, if $g+Y^{\circ} \in X^{\prime} /\left(Y^{\circ}\right)$ and $k$ is the restriction of $g$ to $Y$ then $k \in Y^{\prime}$ and $T(k)=g+Y^{\circ}$. Hence $T$ maps $Y^{\prime}$ onto $X^{\prime} /\left(Y^{\circ}\right)$.
If $g \in E(f)$ then $\|g\| \geq\|f\|$, so

$$
\|f\| \leq \inf \{\|g\|: g \in E(f)\} \leq\|h\|=\|f\|
$$

Therefore $\|f\|=\left\|h+Y^{\circ}\right\|$, so that $T$ is an isometry.
5.21 By the definition of the quotient norm, $Q$ is a linear transformation of $X$ onto $X / Y$ with $\|Q\| \leq 1$. Hence, by Theorem $5.53,\left\|Q^{\prime}\right\| \leq 1$ and $\operatorname{Ker} Q^{\prime}=\{0\}$, and so $\left\|Q^{\prime}(k)\right\| \leq\|k\|$ for all $k \in(X / Y)^{\prime}$.

If $y \in Y$ and $k \in(X / Y)^{\prime}$ then

$$
\left(Q^{\prime}(k)\right)(y)=k(Q(y))=k(0+Y)=0,
$$

so that $Q^{\prime}$ maps $(X / Y)^{\prime}$ into $Y^{\circ}$. Conversely, let $g \in Y^{\circ}$. If $p+Y=q+Y$ then $p-q \in Y$, so that $g(p-q)=0$, and hence $g(p)=g(q)$. Therefore, the mapping $h: X / Y \rightarrow \mathbb{F}$ defined by $h(x+Y)=g(x)$ is well-defined and it is easy to check that $h$ is a linear transformation. Also

$$
|h(x+Y)|=|g(x)| \leq\|g\|\|x\|
$$

for any $x \in X$, and so

$$
|h(x+Y)| \leq\|g\| \inf \{\|y\|: y \in x+Y\} \leq\|g\|\|x+Y\|
$$

Therefore $h$ is bounded and $\|h\| \leq\|g\|$. Also

$$
\left(Q^{\prime}(h)\right)(x)=h(Q(x))=h(x+Y)=g(x)
$$

for all $x \in X$. Hence $Q^{\prime}(h)=g$ and so $Q^{\prime}$ maps $(X / Y)^{\prime}$ onto $Y^{\circ}$. Moreover, from above, $\|h\| \leq\|g\|=\left\|Q^{\prime}(h)\right\|$. Thus $Q^{\prime}$ is an isometry.
5.22 Suppose that $c_{0}$ is reflexive. Then $c_{0}$ is isomorphic to $c_{0}^{\prime \prime}$, so $c_{0}^{\prime \prime}$ is separable ( $c_{0}$ is separable, by Exercise 5.3). However, by Exercise 5.3, $c_{0}^{\prime}$ is isomorphic to $\ell^{1}$, so by Theorem 5.5 and Corollary 5.54, $c_{0}^{\prime \prime}$ is isomorphic to $\ell^{\infty}$, which is not separable. This contradiction shows that $c_{0}$ is not reflexive.
5.23 (a) $(P Q)^{2}=P Q P Q=P^{2} Q^{2}=P Q$, so $P Q$ is a projection. Clearly, $\operatorname{Im} P Q=\operatorname{Im} Q P \subset \operatorname{Im} P \cap \operatorname{Im} Q$, while if $x \in \operatorname{Im} P \cap \operatorname{Im} Q$ then, by Lemma 5.60, $P Q x=P x=x$, so that $x \in \operatorname{Im} P Q$.
(b) $(P+Q)^{2}=P^{2}+P Q+Q P+Q^{2}=P+Q$, so $P+Q$ is a projection. Now, if $x \in \operatorname{Im} P \cap \operatorname{Im} Q$ then $x=P x=P Q x=0$. Hence, it is clear that $\operatorname{Im}(P+Q) \subset \operatorname{Im} P \oplus \operatorname{Im} Q$. Next, if $x \in \operatorname{Im} P \oplus \operatorname{Im} Q$ then $x=u+v=P u+Q v \in \operatorname{Im}(P+Q)$, where $u \in \operatorname{Im} P, v \in \operatorname{Im} Q$.
(c) If $\operatorname{Im} P \subset \operatorname{Im} Q$ then, for any $x \in X, P x \in \operatorname{Im} Q$, so $Q P x=P x$. Conversely, if $Q P=P$ and $u \in \operatorname{Im} P$, then $u=P u=Q P u=Q u$, and hence $u \in \operatorname{Im} Q$.
5.24 It is clear that the series in the definition of $d_{w}$ converges for all $f, g \in X^{\prime}$. It is also clear that $d_{w}(f, g) \geq 0, d_{w}(f, g)=d_{w}(g, f)$ and $d_{w}(f, f)=0$. Conversely, if $d_{w}(f, g)=0$ then, by definition, $f\left(s_{k}\right)=g\left(s_{k}\right)$ for all $k$, and
since $\left\{s_{k}\right\}$ is dense in $X$, this implies that $f=g$. Finally, if $h \in X^{\prime}$ then for any $k \geq 1$,

$$
\left|f\left(s_{k}\right)-h\left(s_{k}\right)\right| \leq\left|f\left(s_{k}\right)-g\left(s_{k}\right)\right|+\left|g\left(s_{k}\right)-h\left(s_{k}\right)\right|,
$$

from which it follows that $d_{w}$ satisfies the triangle inequality, and hence that $d_{w}$ is a metric.
5.25 (a) If $f \in \mathcal{H}^{\prime}$ then by the Riesz-Fréchet theorem (Theorem 5.2) there exists $y \in \mathcal{H}$ such that $f(x)=(x, y)$ for all $x \in \mathcal{H}$. Therefore $\left\{x_{n}\right\}$ is weakly convergent to $x$ if and only if $\lim _{n \rightarrow \infty}\left(x_{n}, y\right)=(x, y)$ for all $y \in \mathcal{H}$.
(b) Again by the Riesz-Fréchet theorem, it suffices to show that $\left(e_{n}, y\right) \rightarrow$ 0 for any $y \in \mathcal{H}$. However, this follows immediately from Bessel's inequality (Lemma 3.41).
5.26 Since $\left\{e_{k}\right\}$ is an orthonormal basis, $\overline{\mathrm{Sp}}\left\{e_{k}\right\}=\mathcal{H}$, so the result follows from Lemma 5.66 and the Riesz-Fréchet theorem.

On the other hand, the sequence $x_{n}=n e_{n}, n=1,2, \ldots$, satisfies $\lim _{n \rightarrow \infty}\left(x_{n}, e_{k}\right)=0$, for all $k$, but is unbounded, so cannot be weakly convergent.
5.27 Let $\left\{s_{k}\right\}$ be a dense sequence and $d_{w}$ the corresponding metric. For each $n=1,2, \ldots$, choose $x_{n} \in\left(\operatorname{Sp}\left\{s_{1}, \ldots, s_{n}\right\}\right)^{\perp}$, with $\left\|x_{n}\right\|=n$. Then the sequence $\left\{x_{n}\right\}$ is unbounded and

$$
d_{w}\left(x_{n}, 0\right)=\sum_{k=n+1}^{\infty} \frac{1}{2^{k}} \frac{\left|\left(s_{k}, x_{n}\right)\right|}{\left\|s_{k}\right\|} \leq \frac{n}{2^{n}}
$$

so that $d_{w}\left(x_{n}, 0\right) \rightarrow 0$.
5.28 Consider an arbitrary $f \in Y^{\prime}$, and define $f_{T}=f \circ T \in X^{\prime}$. Since $x_{n} \rightharpoonup x$ in $X$, we have $f_{T}\left(x_{n}\right) \rightarrow f_{T}(x)$, that is, $f\left(T x_{n}\right) \rightarrow f(T x)$. Since $f \in Y^{\prime}$ was arbitrary, this shows that $T x_{n} \rightharpoonup T x$ in $Y$.
5.29 By Corollary 5.22 there exists $f \in X^{\prime}$ such that $\|f\|=1$ and $f(x)=\|x\|$, so by weak convergence,

$$
\|x\|=f(x)=\lim _{n \rightarrow \infty} f\left(x_{n}\right) \leq \liminf _{n \rightarrow \infty}\left\|x_{n}\right\|
$$

5.30 It follows from $x_{n} \rightharpoonup x$ and $\left\|x_{n}\right\| \rightarrow\|x\|$ that

$$
\begin{aligned}
\lim _{n \rightarrow \infty}\left\|x_{n}-x\right\|^{2} & =\lim _{n \rightarrow \infty}\left(x_{n}-x, x_{n}-x\right) \\
& =\lim _{n \rightarrow \infty}\left(\left\|x_{n}\right\|^{2}-\left(x_{n}, x\right)-\left(x, x_{n}\right)+\|x\|^{2}\right)=0 .
\end{aligned}
$$

5.31 Define $m=\inf \{\|y-x\|: x \in M\}$, and choose a sequence $\left\{x_{n}\right\}$ in $M$ such that $\left\|y-x_{n}\right\| \rightarrow m$. Since $\left\{x_{n}\right\}$ is bounded it has a subsequence (which we still denote by $\left\{x_{n}\right\}$ ) which converges weakly to some $y_{M} \in M$ (by Lemma 5.70 (d) and Theorem 5.73). Now, by Exercise 5.29,

$$
\left\|y-y_{M}\right\| \leq \lim _{n \rightarrow \infty}\left\|y-x_{n}\right\|=m \leq\left\|y-y_{M}\right\|
$$

which proves the first result.
To prove the second result, let $\mathcal{H}$ be an infinite-dimensional Hilbert space, let $\left\{e_{n}\right\}$ be an orthonormal sequence in $\mathcal{H}$, let $y=0$ and suppose that $M=\left\{\left(1+\frac{1}{n}\right) e_{n}: n \in \mathbb{N}\right\}$. Then $M$ is bounded and closed, and $m=1$, but clearly there is no element of $M$ with norm 1 .

## Chapter 6

6.1 Let $\left\{x_{n}\right\},\left\{y_{n}\right\} \in \ell^{2}$ and let $\left\{z_{n}\right\}=T_{c}^{*}\left(\left\{y_{n}\right\}\right)$. From

$$
\left(\left\{c_{n} x_{n}\right\},\left\{y_{n}\right\}\right)=\left(T_{c}\left\{x_{n}\right\},\left\{y_{n}\right\}\right)=\left(\left\{x_{n}\right\},\left\{z_{n}\right\}\right)
$$

we obtain $\sum_{n=1}^{\infty} c_{n} x_{n} \overline{y_{n}}=\sum_{n=1}^{\infty} x_{n} \overline{z_{n}}$. This is satisfied for all $\left\{x_{n}\right\} \in \ell^{2}$ if $\overline{z_{n}}=c_{n} \overline{y_{n}}$ (or $z_{n}=\overline{c_{n}} y_{n}$ ) for all $n \in \mathbb{N}$. Hence, writing $\bar{c}=\left\{\overline{c_{n}}\right\}$ we have $\left(T_{c}\right)^{*}=T_{\bar{c}}$ by the uniqueness of the adjoint.
6.2 Let $x=\left\{x_{n}\right\}, y=\left\{y_{n}\right\} \in \ell^{2}$ and let $z=\left\{z_{n}\right\}=(T)^{*}\left(\left\{y_{n}\right\}\right)$. Since $(T x, y)=(x, z)$, we have

$$
\begin{aligned}
\left(\left(0,4 x_{1}, x_{2}, 4 x_{3}, x_{4}, \ldots\right)\right. & \left.,\left(y_{1}, y_{2}, y_{3}, y_{4}, \ldots\right)\right) \\
& =\left(\left(x_{1}, x_{2}, x_{3}, x_{4}, \ldots\right),\left(z_{1}, z_{2}, z_{3}, z_{4}, \ldots\right)\right)
\end{aligned}
$$

Therefore

$$
4 x_{1} \overline{y_{2}}+x_{2} \overline{y_{3}}+4 x_{3} \overline{y_{4}}+\ldots=x_{1} \overline{z_{1}}+x_{2} \overline{z_{2}}+x_{3} \overline{z_{3}}+\ldots
$$

This is satisfied if $z_{1}=4 y_{2}, z_{2}=y_{3}, z_{3}=4 y_{4}, \ldots$ Hence it follows that $T^{*}(y)=\left(4 y_{2}, y_{3}, 4 y_{4}, \ldots\right)$ by the uniqueness of the adjoint.
$6.3(T x, w)=((x, y) z, w)=(x, y)(z, w)=\overline{(w, z)}(x, y)=(x,(w, z) y)$. Thus $T^{*}(w)=(w, z) y$ by the uniqueness of the adjoint.
6.4 (a) For all $x \in \mathcal{H}$ and $y \in \mathcal{K}$ we have

$$
\begin{aligned}
\left(x,(\mu R+\lambda S)^{*} y\right) & =((\mu R+\lambda S) x, y) \\
& =(\mu R x+\lambda S x, y) \\
& =\mu(R x, y)+\lambda(S x, y) \\
& =\mu\left(x, R^{*} y\right)+\lambda\left(x, S^{*} y\right) \\
& =\left(x, \bar{\mu} R^{*} y\right)+\left(x, \bar{\lambda} S^{*} y\right) \\
& =\left(x,\left(\bar{\mu} R^{*}+\bar{\lambda} S^{*}\right) y\right) .
\end{aligned}
$$

Thus $(\lambda S+\mu R)^{*}=\bar{\lambda} S^{*}+\bar{\mu} R^{*}$ by the uniqueness of the adjoint.
(b) For all $x \in \mathcal{H}$ and $z \in \mathcal{L}$ we have

$$
(T R x, z)=\left(R x, T^{*} z\right)=\left(x, R^{*} T^{*} z\right)
$$

Hence $(T R)^{*}=R^{*} T^{*}$ by the uniqueness of the adjoint.
6.5 (a) If $x \in \operatorname{Ker} T$ then $T x=0$ so $T^{*} T x=0$. Hence $x \in \operatorname{Ker}\left(T^{*} T\right)$.

Conversely if $x \in \operatorname{Ker}\left(T^{*} T\right)$, we have $T^{*} T x=0$. Hence

$$
\left(x, T^{*} T x\right)=0
$$

and so $(T x, T x)=0$. Therefore $T x=0$ and thus $x \in \operatorname{Ker} T$.
Combining these results it follows that $\operatorname{Ker} T=\operatorname{Ker}\left(T^{*} T\right)$.
(b)

$$
\begin{aligned}
\hline \operatorname{Im} T^{*} & =\left(\left(\operatorname{Im} T^{*}\right)^{\perp}\right)^{\perp} & & \text { by Corollary } 3.36 \\
& =(\operatorname{Ker} T)^{\perp} & & \text { by Lemma } 6.11 \\
& =\left(\operatorname{Ker} T^{*} T\right)^{\perp} & & \text { by part (a) } \\
& =\left(\left(\operatorname{Im}\left(T^{*} T\right)^{*}\right)^{\perp}\right)^{\perp} & & \text { by Lemma } 6.11 \\
& =\left(\left(\operatorname{Im} T^{*} T\right)^{\perp}\right)^{\perp} & & \text { as }\left(T^{*} T\right)^{*}=T^{*} T \\
& =\overline{\operatorname{Im} T^{*} T} & & \text { by Corollary } 3.36 .
\end{aligned}
$$

6.6 $A^{*}=\left[\begin{array}{ll}1 & 0 \\ 1 & 1\end{array}\right]$, so $A A^{*}=\left[\begin{array}{ll}2 & 1 \\ 1 & 1\end{array}\right]$, while $A^{*} A=\left[\begin{array}{ll}1 & 1 \\ 1 & 2\end{array}\right]$. Therefore $A$ is not normal.
6.7 (a) $\left(T_{c}\right)^{*}=T_{\bar{c}}$ so

$$
\begin{aligned}
\left(T_{c}\right)^{*} T_{c}\left(\left\{x_{n}\right\}\right) & =T_{\bar{c}} T_{c}\left(\left\{x_{n}\right\}\right) \\
& =T_{\bar{c}}\left(\left\{c_{n} x_{n}\right\}\right) \\
& =\left\{\overline{c_{n}} c_{n} x_{n}\right\} \\
& =\left\{\left|c_{n}\right|^{2} x_{n}\right\} \\
& =T_{|c|^{2}}\left\{x_{n}\right\} .
\end{aligned}
$$

Therefore $\left(T_{c}\right)^{*} T_{c}=T_{|c|^{2}}$.

$$
\begin{aligned}
T_{c}\left(T_{c}\right)^{*}\left(\left\{x_{n}\right\}\right) & =T_{c} T_{\bar{c}}\left(\left\{x_{n}\right\}\right) \\
& =T_{c}\left(\left\{\overline{c_{n}} x_{n}\right\}\right) \\
& =\left\{c_{n} \overline{c_{n}} x_{n}\right\} \\
& =\left\{\left|c_{n}\right|^{2} x_{n}\right\} \\
& =T_{|c|^{2}}\left\{x_{n}\right\} .
\end{aligned}
$$

Thus $T_{c}\left(T_{c}\right)^{*}=T_{|c|^{2}}$ and so $T_{c}$ is normal.
(b) $T^{*} T\left(\left\{x_{n}\right\}\right)=T^{*}\left(0,2 x_{1}, x_{2}, 2 x_{3}, x_{4}, \ldots\right)=\left(4 x_{1}, x_{2}, 4 x_{3}, x_{4}, \ldots\right)$.
$T T^{*}\left(\left\{x_{n}\right\}\right)=T\left(2 x_{2}, x_{3}, 2 x_{4}, x_{5}, \ldots\right)=\left(0,4 x_{2}, x_{3}, 4 x_{4}, \ldots\right)$.
Hence $T^{*} T \neq T T^{*}$ so $T$ is not normal.
6.8 By first using the identity in Lemma 3.14(b), with $u=T x$ and $v=T y$, and the hypothesis in Lemma 6.29 we obtain

$$
\begin{aligned}
4(T x, y)= & (T(x+y), x+y)-(T(x-y), x-y) \\
& +i(T(x+i y), x+i y)-i(T(x-i y), x-i y) \\
= & (S(x+y), x+y)-(S(x-y), x-y) \\
& +i(S(x+i y), x+i y)-i(S(x-i y), x-i y) \\
= & 4(S x, y),
\end{aligned}
$$

using the identity in Lemma 3.14(b) with $u=S x$ and $v=S y$.
Thus $(T x, y)=(S x, y)$ for all $x, y \in \mathcal{H}$ and so $T x=S x$ for all $x \in \mathcal{H}$ by Exercise 3.1. Hence $S=T$.
$6.9\left(T T^{*} x, x\right)=\left(T^{*} x, T^{*} x\right)=\left\|T^{*} x\right\|^{2}=\|T x\|^{2}$ (by the assumption in the exercise $)=(T x, T x)=\left(T^{*} T x, x\right)$. Thus, $T^{*} T=T T^{*}$ by Exercise 6.8 and so $T$ is normal.
6.10 (a) If $c_{n} \in \mathbb{R}$ for all $n \in \mathbb{N}, c=\bar{c}$ and so $\left(T_{c}\right)^{*}=T_{\bar{c}}=T_{c}$. Hence $T_{c}$ is self-adjoint.
(b) If $\left|c_{n}\right|=1$ for all $n \in \mathbb{N}$, then $T_{c}\left(T_{c}\right)^{*}=T_{|c|^{2}}=I$ and similarly $\left(T_{c}\right)^{*} T_{c}=I$. Therefore $T_{c}$ is unitary.
6.11 By Lemma 6.8 and Theorem 6.10, we have

$$
\left(T^{*} S T\right)^{*}=T^{*} S^{*} T^{* *}=T^{*} S T
$$

as $S$ is self-adjoint. Hence $T^{*} S T$ is self-adjoint.
6.12 By Lemma 6.14, $A^{*}$ is invertible and $\left(A^{*}\right)^{-1}=\left(A^{-1}\right)^{*}$. However, as $A$ is self-adjoint, $A^{*}=A$ so $A^{-1}=\left(A^{-1}\right)^{*}$. Hence $A^{-1}$ is self-adjoint.
6.13 As $S$ and $T$ are self-adjoint, $(S T)^{*}=T^{*} S^{*}=T S$ by Lemma 6.8. Therefore $S T=(S T)^{*}$ if and only if $S T=T S$.
6.14 (a) $U^{*} U^{* *}=U^{*} U=I$ and similarly $U^{* *} U^{*}=I$, since $U$ is unitary. Hence $U^{*}$ is unitary. $U$ is an isometry, by Theorem 6.30 , so $\|U\|=1$. Since $U^{*}$ is also unitary, $\left\|U^{*}\right\|=1$.
(b) $\left(U_{1} U_{2}\right)^{*}=U_{2}^{*} U_{1}^{*}$ so

$$
\left(U_{1} U_{2}\right)^{*} U_{1} U_{2}=U_{2}^{*} U_{1}^{*} U_{1} U_{2}=U_{2}^{*} U_{2}=I
$$

as $U_{1}, U_{2} \in \mathcal{U}$ and similarly $U_{1} U_{2}\left(U_{1} U_{2}\right)^{*}=I$. Hence $U_{1} U_{2} \in \mathcal{U}$. As $U_{1}$ is unitary $\left(U_{1}\right)^{*}=U_{1}^{-1}$ and so $U_{1}^{-1} \in \mathcal{U}$.
(c) Let $\left\{U_{n}\right\}$ be a sequence in $\mathcal{U}$ which converges to $U \in B(\mathcal{H})$. Then $\left\{U_{n}^{*}\right\}$ converges to $U^{*}$ so $\left\{U_{n} U_{n}^{*}\right\}$ converges to $U U^{*}$. However, $U_{n} U_{n}^{*}=I$ for all $n \in \mathbb{N}$ and so $U U^{*}=I$. Similarly, $U^{*} U=I$ so $U \in \mathcal{U}$. Hence $\mathcal{U}$ is a closed subset of $B(\mathcal{H})$.
6.15 As $U$ is unitary,

$$
\begin{aligned}
\|T\| & =\left\|U U^{*} T U U^{*}\right\| \\
& \leq\|U\|\left\|U^{*} T U\right\|\left\|U^{*}\right\| \\
& =\|U\|\|f(T)\|\left\|U^{*}\right\| \\
& =\left\|U^{*} T U\right\| \\
& \leq\left\|U^{*}\right\|\|T\|\|U\| \\
& =\|T\|
\end{aligned}
$$

for all $T \in B(\mathcal{H})$. Hence $\|f(T)\|=\|T\|$ and so $f$ is an isometry.
6.16 (a) $(1,0,0, \ldots)$ and $(0,1,0,0, \ldots)$ are in $\ell^{2}$ and

$$
T(1,0,0, \ldots)=(1,0,0, \ldots)=1(1,0,0, \ldots)
$$

so 1 is an eigenvalue of $T$ with eigenvector $(1,0,0, \ldots)$. Also

$$
T(0,1,0,0, \ldots)=(0,-1,0,0, \ldots)=(-1)(0,1,0,0, \ldots)
$$

so -1 is an eigenvalue of $T$ with eigenvector $(0,1,0,0, \ldots)$.
(b) $T^{2}=I$ as

$$
\begin{aligned}
T^{2}\left(x_{1}, x_{2}, x_{3}, x_{4}, \ldots\right) & =T\left(x_{1},-x_{2}, x_{3},-x_{4}, \ldots\right) \\
& =\left(x_{1}, x_{2}, x_{3}, x_{4}, \ldots\right)
\end{aligned}
$$

Thus $\sigma\left(T^{2}\right)=\{1\}$ and thus since $\sigma\left(T^{2}\right)=(\sigma(T))^{2}$ it follows that $\sigma(T) \subseteq\{-1,1\}$. But from part (a), 1 and -1 are eigenvalues of $T$, so $\{-1,1\} \subseteq \sigma(T)$. Hence $\sigma(T)=\{-1,1\}$.
6.17 We have

$$
S^{*} S\left(x_{1}, x_{2}, x_{3}, \ldots\right)=S^{*}\left(0, x_{1}, x_{2}, x_{3}, \ldots\right)=\left(x_{1}, x_{2}, x_{3}, \ldots\right)
$$

so $S^{*} S=I$. On the other hand

$$
S S^{*}\left(x_{1}, x_{2}, x_{3}, \ldots\right)=S\left(x_{2}, x_{3}, \ldots\right)=\left(0, x_{2}, x_{3}, \ldots\right)
$$

Thus $S S^{*}(1,0,0, \ldots)=(0,0,0, \ldots)=0(1,0,0, \ldots)$ so 0 is an eigenvalue of $S S^{*}$ with eigenvector $(1,0,0, \ldots)$.
6.18 (a) Clearly,

$$
T_{c}\left(\widetilde{e}_{m}\right)=\left(0,0, \ldots, 0, c_{m}, 0, \ldots\right)=c_{m}(0,0, \ldots, 0,1,0, \ldots)=c_{m} \widetilde{e}_{m}
$$

Hence $c_{m}$ is an eigenvalue of $T_{c}$ with eigenvector $\widetilde{e}_{m}$.
(b) $\left\{c_{n}: n \in \mathbb{N}\right\} \subseteq \sigma\left(T_{c}\right)$ by part (a) and so, as $\sigma\left(T_{c}\right)$ is closed,

$$
\left\{c_{n}: n \in \mathbb{N}\right\}^{-} \subseteq \sigma\left(T_{c}\right)
$$

6.19 (a) $T^{*}\left(x_{1}, x_{2}, x_{3}, x_{4}, \ldots\right)=\left(4 x_{2}, x_{3}, 4 x_{4}, \ldots\right)$ by Exercise 6.2. Hence

$$
\begin{aligned}
\left(T^{*}\right)^{2}\left(x_{1}, x_{2}, x_{3}, x_{4}, \ldots\right) & =T^{*}\left(T^{*}\left(x_{1}, x_{2}, x_{3}, x_{4}, \ldots\right)\right) \\
& =T^{*}\left(4 x_{2}, x_{3}, 4 x_{4}, x_{5}, \ldots\right) \\
& =\left(4 x_{3}, 4 x_{4}, 4 x_{5}, 4 x_{6}, \ldots\right) .
\end{aligned}
$$

We need to find a non-zero $\left\{x_{n}\right\} \in \ell^{2}$ such that

$$
\left(4 x_{3}, 4 x_{4}, 4 x_{5}, \ldots\right)=\left(\mu x_{1}, \mu x_{2}, \mu x_{3}, \ldots\right),
$$

that is, $4 x_{n+2}=\mu x_{n}$ for all $n \in \mathbb{N}$. Let $x_{1}=x_{2}=1$ and $x_{2 n-1}=$ $x_{2 n}=\left(\frac{\mu}{4}\right)^{n-1}$ for $n \geq 2$. Then $\left\{x_{n}\right\}$ is non-zero and, as $|\mu|<4$,

$$
\sum_{n=1}^{\infty}\left|x_{n}\right|^{2}=2 \sum_{n=0}^{\infty}\left(\frac{|\mu|}{4}\right)^{2(n-1)}<\infty
$$

so $\left\{x_{n}\right\} \in \ell^{2}$. Thus $\left(T^{*}\right)^{2}\left(\left\{x_{n}\right\}\right)=\mu\left\{x_{n}\right\}$ and so $\mu$ is an eigenvalue of $\left(T^{*}\right)^{2}$ with eigenvector $\left\{x_{n}\right\}$.
(b) $\{\lambda \in \mathbb{C}:|\lambda|<4\} \subseteq \sigma\left(\left(T^{*}\right)^{2}\right)$ by part (a) and Lemma 6.34. Thus, $\{\bar{\lambda} \in \mathbb{C}:|\lambda|<4\} \subseteq \sigma\left(T^{2}\right)$ by Lemma 6.37. However, from elementary geometry

$$
\{\bar{\lambda} \in \mathbb{C}:|\lambda|<4\}=\{\lambda \in \mathbb{C}:|\lambda|<4\}
$$

so $\{\lambda \in \mathbb{C}:|\lambda|<4\} \subseteq \sigma\left(T^{2}\right)$. As $\sigma\left(T^{2}\right)$ is closed by Theorem 6.36

$$
\{\lambda \in \mathbb{C}:|\lambda| \leq 4\} \subseteq \sigma\left(T^{2}\right)
$$

Hence if $|\lambda| \leq 2$ then $\lambda \in \sigma(T)$ otherwise $\lambda^{2} \notin \sigma\left(T^{2}\right)$ by Theorem 6.39. This implies that $|\lambda|^{2}>4$, which is a contradiction. On the other hand, if $\lambda \in \sigma(T)$ then $\lambda^{2} \in \sigma\left(T^{2}\right)$ by Theorem 6.39. Hence

$$
|\lambda|^{2} \leq r_{\sigma}\left(T^{2}\right) \leq\left\|T^{2}\right\|=4
$$

by Theorem 6.36 and Exercise 4.13. Hence $\sigma(T)=\{\lambda \in \mathbb{C}:|\lambda| \leq 2\}$.
6.20 (a) $A$ is self-adjoint so its norm is the maximum of $\left|\lambda_{1}\right|$ and $\left|\lambda_{2}\right|$ where $\lambda_{1}$ and $\lambda_{2}$ are the eigenvalues of $A$. The characteristic equation of $A$ is

$$
\operatorname{det}\left[\begin{array}{cc}
1-\lambda & 1 \\
1 & 2-\lambda
\end{array}\right]=0
$$

that is, $(1-\lambda)(2-\lambda)-1=0$. Hence the eigenvalues of $A$ are $\frac{3 \pm \sqrt{9-4}}{2}$ or $\frac{3 \pm \sqrt{5}}{2}$. Thus the norm of $A$ is $\frac{3+\sqrt{5}}{2}$.
(b) $\|B\|^{2}=\left\|B^{*} B\right\|=\left\|\left[\begin{array}{ll}1 & 1 \\ 1 & 2\end{array}\right]\right\|$. Thus, $\|B\|=\sqrt{\frac{3+\sqrt{5}}{2}}$ by part (a).
$6.21\left(S^{n}\right)^{*}=\left(S^{*}\right)^{n}=S^{n}$ as $S$ is self-adjoint. Hence $S^{n}$ is self-adjoint and thus by Theorem 6.43

$$
\begin{aligned}
\left\|S^{n}\right\| & =\sup \left\{|\mu|: \mu \in \sigma\left(S^{n}\right)\right\} \\
& =\sup \left\{\left|\lambda^{n}\right|: \lambda \in \sigma(S)\right\} \\
& =(\sup \{|\lambda|: \lambda \in \sigma(S)\})^{n} \\
& =\|S\|^{n} .
\end{aligned}
$$

6.22 Since $S-\lambda I$ is self-adjoint and $\sigma(S-\lambda I)=\{0\}$ by Theorem 6.39, it follows that

$$
\|S-\lambda I\|=r_{\sigma}(S-\lambda I)=0
$$

by Theorem 6.43. Hence $S-\lambda I=0$ and so $S=\lambda I$.
6.23 Let $T$ be the linear transformation defined on $\ell^{2}$ by

$$
T\left(x_{1}, x_{2}, x_{3}, x_{4}, \ldots\right)=\left(0, x_{1}, 0, x_{3}, 0, \ldots\right) .
$$

Then $T$ is bounded as

$$
\begin{aligned}
\left\|T\left(x_{1}, x_{2}, x_{3}, x_{4}, \ldots\right)\right\|^{2} & =\left\|\left(0, x_{1}, 0, x_{3}, 0, \ldots\right)\right\|^{2} \\
& \leq\left\|\left(x_{1}, x_{2}, x_{3}, x_{4}, \ldots\right)\right\|^{2}
\end{aligned}
$$

Moreover, $T$ is non-zero but

$$
\begin{aligned}
T^{2}\left(x_{1}, x_{2}, x_{3}, x_{4}, \ldots\right) & =T\left(0, x_{1}, 0, x_{3}, 0, \ldots\right) \\
& =(0,0,0,0,0, \ldots)
\end{aligned}
$$

Hence $T^{2}=0$, so if $\lambda \in \sigma(T)$ then $\lambda^{2} \in \sigma\left(T^{2}\right)=\{0\}$. On the other hand $T(0,1,0,0, \ldots)=(0,0,0,0,0, \ldots)$, so 0 is an eigenvalue for $T$ and so $0 \in \sigma(T)$. Hence $\sigma(T)=\{0\}$.
6.24 As $A$ is self-adjoint, $A^{-1}$ is also self-adjoint. As $A$ is positive, $\lambda \geq 0$ for all $\lambda \in \sigma(A)$. Hence

$$
\sigma\left(A^{-1}\right)=\left\{\lambda^{-1}: \lambda \in \sigma(A)\right\} \subseteq[0, \infty)
$$

and so $A^{-1}$ is positive.
6.25 $P x=\sum_{n=1}^{J}\left(P x, e_{n}\right) e_{n}$ since $P x \in \mathcal{M}$, by Theorem 3.47. Hence

$$
P x=\sum_{n=1}^{J}\left(P x, e_{n}\right) e_{n}=\sum_{n=1}^{J}\left(x, P e_{n}\right) e_{n}=\sum_{n=1}^{J}\left(x, e_{n}\right) e_{n},
$$

as $P$ is self-adjoint and $e_{n} \in \mathcal{M}$ so $P e_{n}=e_{n}$ for $1 \leq n \leq J$.
6.26 Since $P^{2}=P$,

$$
S^{2}=(2 P-I)^{2}=4 P^{2}-4 P+I=I
$$

If $\lambda \in \sigma(S)$ then $\lambda^{2} \in \sigma\left(S^{2}\right)=\sigma(I)=\{1\}$. Then, $\lambda= \pm 1$ and so

$$
\sigma(S) \subseteq\{-1,1\}
$$

As $P=\frac{1}{2}(S+I)$ it follows that $\sigma(P)=\frac{1}{2}(\sigma(S)+1) \subseteq \frac{1}{2}\{0,2\}=\{0,1\}$ by Theorem 6.39.
6.27 (a) $P Q$ is self-adjoint as $P Q=Q P$. Also

$$
(P Q)^{2}=P Q P Q=P P Q Q=P Q
$$

as $P Q=Q P$ and $P$ and $Q$ are orthogonal projections.
(b) As $P$ is self-adjoint, $(P Q x, y)=(Q x, P y)$. Hence

$$
\begin{aligned}
P Q=0 & \Longleftrightarrow(P Q x, y)=0 \text { for all } x \text { and } y \in \mathcal{H} \\
& \Longleftrightarrow(Q x, P y)=0 \text { for all } x \text { and } y \in \mathcal{H} \\
& \Longleftrightarrow \operatorname{Im} Q \text { is orthogonal to } \operatorname{Im} P,
\end{aligned}
$$

as every element of $\operatorname{Im} Q$ is of the form $Q x$ for some $x \in \mathcal{H}$ and every element of $\operatorname{Im} P$ is of the form $P y$ for some $y \in \mathcal{H}$.
6.28 (a) $\Rightarrow$ (b). If $x \in \mathcal{H}$ then

$$
P x \in \operatorname{Im} P \subseteq \operatorname{Im} Q .
$$

Hence $Q P x=P x$ so $Q P=P$.
(b) $\Rightarrow$ (c). As $P$ and $Q$ are orthogonal projections $P^{*}=P$ and $Q^{*}=Q$ so $P=P^{*}=(Q P)^{*}=P^{*} Q^{*}=P Q$.
(c) $\Rightarrow(\mathrm{d}) .\|P x\|=\|P Q x\| \leq\|P\|\|Q x\|=\|Q x\|$ as $\|P\|=1$.
$(\mathrm{d}) \Rightarrow(\mathrm{e})$. As $P$ is an orthogonal projection,

$$
(P x, x)=\left(P^{2} x, x\right)=\left(P x, P^{*} x\right)=(P x, P x)=\|P x\|^{2},
$$

and similarly $(Q x, x)=\|Q x\|^{2}$ so

$$
(P x, x)=\|P x\|^{2} \leq\|Q x\|^{2}=(Q x, x) .
$$

Hence $((Q-P) x, x) \geq 0$ for all $x \in \mathcal{H}$ and so, as $Q-P$ is self-adjoint, $P \leq Q$.
(e) $\Rightarrow$ (a). If $y \in \operatorname{Im} P$, let $y=Q y+z$ where $Q y \in \operatorname{Im} Q$ and $z \in(\operatorname{Im} Q)^{\perp}$ be the orthogonal decomposition. Since $y \in \operatorname{Im} P$ and $P \leq Q$,

$$
\|y\|^{2}=(y, y)=(P y, y) \leq(Q y, y)=\left(Q^{2} y, y\right)=(Q y, Q y)=\|Q y\|^{2}
$$

so $\|z\|^{2}=0$ as $\|y\|^{2}=\|Q y\|^{2}+\|z\|^{2}$. Hence $y=Q y \in \operatorname{Im} Q$ so $\operatorname{Im} P \subseteq$ $\operatorname{Im} Q$.
6.29 Let $h, k \in C_{\mathbb{R}}(\sigma(S))$ be defined by $h(x)=1$ and $k(x)=x$ for all $x \in \sigma(S)$. For $1 \leq j \leq n$, let $f_{j}: \sigma(S) \rightarrow \mathbb{R}$ be the function defined by

$$
f_{j}(x)= \begin{cases}1 & \text { if } x=\lambda_{j} \\ 0 & \text { if } x \neq \lambda_{j}\end{cases}
$$

As $\sigma(S)$ is finite, $f_{j} \in C_{\mathbb{R}}(\sigma(S))$ with $f_{j}^{2}=f_{j}$ and $f_{j} f_{m}=0$ if $j \neq m$. In addition $\sum_{j=1}^{n} f_{j}=h$ and $\sum_{j=1}^{n} \lambda_{j} f_{j}=k$. Let $P_{j}=f_{j}(S)$. Then $P_{j}$ is self-adjoint and

$$
P_{j}^{2}=f_{j}^{2}(S)=f_{j}(S)=P_{j}
$$

by Lemma 6.57 , so $P_{j}$ is an orthogonal projection. Similarly,

$$
P_{j} P_{k}=\left(f_{j} f_{k}\right)(S)=0
$$

if $j \neq k$. Moreover, by Lemma 6.57 again,

$$
I=h(S)=\sum_{j=1}^{n} f_{j}(S)=\sum_{j=1}^{n} P_{j}
$$

and

$$
S=k(S)=\sum_{j=1}^{n} \lambda_{j} f_{j}(S)=\sum_{j=1}^{n} \lambda_{j} P_{j} .
$$

6.30 (a) As $S$ is self-adjoint so is $S^{2}$ and $I-S^{2}$. Also $\sigma(S) \subseteq[-1,1]$ as $S$ is self-adjoint and $\|S\| \leq 1$. Hence

$$
\sigma\left(S^{2}\right)=(\sigma(S))^{2} \subseteq[0,1]
$$

and so $\sigma\left(I-S^{2}\right) \subseteq[0,1]$.
(b) As $I-S^{2}$ is positive, $I-S^{2}$ has a square root. If $p$ is any polynomial, $S p\left(I-S^{2}\right)=p\left(I-S^{2}\right) S$ so $S\left(I-S^{2}\right)^{1 / 2}=\left(I-S^{2}\right)^{1 / 2} S$, by Theorem 6.58. Let $U_{1}=S+i\left(I-S^{2}\right)^{1 / 2}$ and $U_{2}=S-i\left(I-S^{2}\right)^{1 / 2}$. As $\left(I-S^{2}\right)^{1 / 2}$ is self-adjoint $U_{1}^{*}=U_{2}$ and so

$$
U_{1}^{*} U_{1}=\left(S+i\left(I-S^{2}\right)^{1 / 2}\right)\left(S-i\left(I-S^{2}\right)^{1 / 2}\right)=S^{2}+\left(I-S^{2}\right)=I
$$

Similarly $U_{1} U_{1}^{*}=I$. Hence $U_{1}$ is unitary, and $U_{2}$ is also unitary as $U_{1}^{*}=U_{2}$.
6.31 (a) The characteristic equation of $A$ is $(1-\lambda)(9-\lambda)=0$, so the eigenvalues of $A$ are 1 and 9 . A normalized eigenvector corresponding to the eigenvalue 1 is $\frac{1}{\sqrt{2}}(1,1)$ and a normalized eigenvector corresponding to the eigenvalue 9 is $\frac{1}{\sqrt{2}}(1,-1)$. Let $U=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}1 & 1 \\ 1 & -1\end{array}\right]$. Then
$U^{*} A U=D$ where $D=\left[\begin{array}{ll}1 & 0 \\ 0 & 9\end{array}\right]$. Let $E=\left[\begin{array}{ll}1 & 0 \\ 0 & 3\end{array}\right]$. Then the square root of $A$ is $U E U^{*}=\left[\begin{array}{cc}2 & -1 \\ -1 & 2\end{array}\right]$.
(b) We follow the method in the proof of Theorem 6.59. The matrix $B^{*}=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}2+i & 2-i \\ -2 i-1 & -1+2 i\end{array}\right]$, so $B^{*} B=\left[\begin{array}{cc}5 & -4 \\ -4 & 5\end{array}\right]$. By the solution to part (a) it follows that $C=\left(B^{*} B\right)^{\frac{1}{2}}=\left[\begin{array}{cc}2 & -1 \\ -1 & 2\end{array}\right]$. Now $C^{-1}=\frac{1}{3}\left[\begin{array}{ll}2 & 1 \\ 1 & 2\end{array}\right]$ so $U=B C^{-1}=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}1 & i \\ 1 & -i\end{array}\right]$. Hence the polar decomposition of $B$ is $\left(\frac{1}{\sqrt{2}}\left[\begin{array}{cc}1 & i \\ 1 & -i\end{array}\right]\right)\left[\begin{array}{cc}2 & -1 \\ -1 & 2\end{array}\right]$.

## Chapter 7

7.1 For any bounded sequence $\left\{x_{n}\right\}$ in $X$, the sequence $T_{0} x_{n}=0, n=$ $1,2, \ldots$, clearly converges to zero, so $T_{0}$ is compact. Alternatively, $T_{0}$ is bounded and has finite rank so is compact.
7.2 Exercise 4.11 shows that $T$ is bounded and it clearly has finite rank $(\operatorname{Im} T \subset \operatorname{Sp}\{z\})$, so $T$ is compact.
7.3 Suppose that $T$ has the property that for any sequence of vectors $\left\{x_{n}\right\}$ in the closed unit ball $\overline{B_{1}(0)} \subset X$, the sequence $\left\{T x_{n}\right\}$ has a convergent subsequence, and let $\left\{y_{n}\right\}$ be an arbitrary bounded sequence in $X$. Since $\left\{y_{n}\right\}$ is bounded there is a number $M>0$ such that $\left\|y_{n}\right\| \leq M$ for all $n \in \mathbb{N}$. Thus the sequence $\left\{M^{-1} y_{n}\right\}$ lies in the closed unit ball $\overline{B_{1}(0)}$, so by the above assumption the sequence $\left\{T M^{-1} y_{n}\right\}=\left\{M^{-1} T y_{n}\right\}$ has a convergent subsequence, and hence $\left\{T y_{n}\right\}$ must have a convergent subsequence. This shows that $T$ is compact. The reverse implication is trivial.
7.4 For any $m, n \in \mathbb{N}, m \neq n$, we have $\left\|e_{m}-e_{n}\right\|^{2}=\left(e_{m}-e_{n}, e_{m}-e_{n}\right)=2$. Thus the members of any subsequence of $\left\{e_{n}\right\}$ are all a distance $\sqrt{2}$ apart, and hence no subsequence can be a Cauchy sequence, so no subsequence converges.
7.5 The space $B(X, Y)$ is a Banach space (see Theorem 4.27), and Theorems 7.3 and 7.9 show that $K(X, Y)$ is a closed linear subspace of $B(X, Y)$. Therefore, by Theorem 2.28(e), $K(X, Y)$ is a Banach space.
7.6 It follows from Exercise 6.5(b) and Lemma 7.13 that either the numbers $r(T)$ and $r\left(T^{*} T\right)$ are both infinite, or they are finite and equal.
7.7 Suppose that the sequence $\left\{\left\|T e_{n}\right\|\right\}$ does not converge to 0 . Then by compactness of $T$ there exists a subsequence $\left\{e_{n(r)}\right\}$ and a vector $y \neq 0$ such that

$$
\left\|T e_{n(r)}-y\right\|<r^{-1}, \quad r=1,2, \ldots
$$

Now, for each $k \in \mathbb{N}$, let $x_{k}=\sum_{r=1}^{k} r^{-1} e_{n(r)}$. Since $\sum_{r=1}^{\infty} r^{-2}<\infty$ and the sequence $\left\{e_{n(r)}\right\}$ is orthonormal, Theorem 3.42 shows that the sequence $\left\{x_{k}\right\}$ converges, so is bounded. However,

$$
\left\|T x_{k}\right\|=\left\|\sum_{r=1}^{k} \frac{1}{r} T e_{n(r)}\right\| \geq \sum_{r=1}^{k} \frac{1}{r}\|y\|-\sum_{r=1}^{k} \frac{1}{r^{2}} \rightarrow \infty
$$

which contradicts the boundedness of $T$.
7.8 (a) Using part (c) of Theorem 3.47 we have

$$
\begin{aligned}
\sum_{n=1}^{\infty}\left\|T e_{n}\right\|^{2} & =\sum_{n=1}^{\infty}\left(\sum_{m=1}^{\infty}\left|\left(T e_{n}, f_{m}\right)\right|^{2}\right) \\
& =\sum_{m=1}^{\infty}\left(\sum_{n=1}^{\infty}\left|\left(e_{n}, T^{*} f_{m}\right)\right|^{2}\right)=\sum_{m=1}^{\infty}\left\|T^{*} f_{m}\right\|^{2}
\end{aligned}
$$

(the change of order of the infinite sums is valid since all the terms in the summation are positive). A similar calculation also shows that

$$
\sum_{n=1}^{\infty}\left\|T f_{n}\right\|^{2}=\sum_{m=1}^{\infty}\left\|T^{*} f_{m}\right\|^{2}
$$

which proves the formulae in part (a) of Theorem 7.16. It follows from these formulae that $\sum_{n=1}^{\infty}\left\|T e_{n}\right\|^{2}<\infty$ if and only if $\sum_{n=1}^{\infty}\left\|T f_{n}\right\|^{2}<$ $\infty$, so the Hilbert-Schmidt condition does not depend on the basis.
(b) It follows from the results in part (a), by putting the basis $\left\{f_{n}\right\}$ equal to $\left\{e_{n}\right\}$, that $\sum_{n=1}^{\infty}\left\|T e_{n}\right\|^{2}<\infty$ if and only if $\sum_{n=1}^{\infty}\left\|T^{*} e_{n}\right\|^{2}<\infty$, which proves part (b) of the theorem.
(c) We use Corollary 7.10. Since $\left\{e_{n}\right\}$ is an orthonormal basis, any $x \in \mathcal{H}$ can be written as $x=\sum_{n=1}^{\infty}\left(x, e_{n}\right) e_{n}$, by Theorem 3.47. For each $k \in \mathbb{N}$ we now define an operator $T_{k} \in B(\mathcal{H})$ by

$$
T_{k} x=T\left(\sum_{n=1}^{k}\left(x, e_{n}\right) e_{n}\right)=\sum_{n=1}^{k}\left(x, e_{n}\right) T e_{n}
$$

Clearly, $r\left(T_{k}\right) \leq k$. Also, for any $x \in \mathcal{H}$,

$$
\begin{aligned}
\left\|\left(T_{k}-T\right) x\right\| & =\left\|\sum_{n=1}^{k}\left(x, e_{n}\right) T e_{n}-\sum_{n=1}^{\infty}\left(x, e_{n}\right) T e_{n}\right\| \\
& \leq \sum_{n=k+1}^{\infty}\left|\left(x, e_{n}\right)\right|\left\|T e_{n}\right\| \\
& \leq\left(\sum_{n=k+1}^{\infty}\left|\left(x, e_{n}\right)\right|^{2}\right)^{1 / 2}\left(\sum_{n=k+1}^{\infty}\left\|T e_{n}\right\|^{2}\right)^{1 / 2} \\
& \leq\|x\|\left(\sum_{n=k+1}^{\infty}\left\|T e_{n}\right\|^{2}\right)^{1 / 2}
\end{aligned}
$$

(using the Cauchy-Schwarz inequality for $\ell^{2}$ and Theorem 3.47). Hence

$$
\left\|T_{k}-T\right\| \leq\left(\sum_{n=k+1}^{\infty}\left\|T e_{n}\right\|^{2}\right)^{1 / 2}
$$

and since the series on the right converges, we have $\lim _{k \rightarrow \infty}\left\|T_{k}-T\right\|=$ 0 . Thus Corollary 7.10 shows that $T$ is compact.
(d) If $S, T \in B(\mathcal{H})$ are Hilbert-Schmidt and $\alpha \in \mathbb{F}$, then

$$
\begin{aligned}
\sum_{n=1}^{\infty}\left\|\alpha T e_{n}\right\|^{2} & =|\alpha|^{2} \sum_{n=1}^{\infty}\left\|T e_{n}\right\|^{2}<\infty \\
\sum_{n=1}^{\infty}\left\|(S+T) e_{n}\right\|^{2} & \leq \sum_{n=1}^{\infty}\left(\left\|S e_{n}\right\|+\left\|T e_{n}\right\|\right)^{2} \\
& \leq 2 \sum_{n=1}^{\infty}\left(\left\|S e_{n}\right\|^{2}+\left\|T e_{n}\right\|^{2}\right)<\infty
\end{aligned}
$$

so $\alpha T$ and $S+T$ are Hilbert-Schmidt and hence the set of HilbertSchmidt operators is a linear subspace.
7.9 (a) Suppose that $T$ is Hilbert-Schmidt. Then

$$
\sum_{n=1}^{\infty}\left\|S T e_{n}\right\|^{2} \leq \sum_{n=1}^{\infty}\|S\|^{2}\left\|T e_{n}\right\|^{2}<\infty
$$

so $S T$ is Hilbert-Schmidt. The proof is not quite so straightforward when $S$ is Hilbert-Schmidt because the set of vectors $\left\{T e_{n}\right\}$ need not be an orthonormal basis. However, we can turn this case into the first case by taking the adjoint; thus, $(S T)^{*}=T^{*} S^{*}$, and by part (b) of Theorem 7.16, $S^{*}$ is Hilbert-Schmidt, so $(S T)^{*}$ is Hilbert-Schmidt, and hence $S T$ is Hilbert-Schmidt.
(b) If $T$ has finite rank then by Exercise 3.26 there exists an orthonormal basis $\left\{e_{n}\right\}$ such that $e_{n} \in \operatorname{Im} T$ if $1 \leq n \leq r(T)<\infty$, and $e_{n} \in$ $(\operatorname{Im} T)^{\perp}$ if $n>r(T)$. Now, by Lemma 6.11, $(\operatorname{Im} T)^{\perp}=\operatorname{Ker} T^{*}$ so

$$
\sum_{n=1}^{\infty}\left\|T^{*} e_{n}\right\|^{2}=\sum_{n=1}^{r(T)}\left\|T^{*} e_{n}\right\|^{2}<\infty
$$

Thus $T^{*}$ is Hilbert-Schmidt and so, by part (b) of Theorem 7.16, $T$ is also Hilbert-Schmidt.
7.10 Let $\left\{e_{n}\right\}$ be the orthonormal basis of $L^{2}[-\pi, \pi]$ with $e_{n}(t)=(2 \pi)^{-1 / 2} e^{i n t}$, $n \in \mathbb{Z}$, discussed in Corollary 3.57 (again, we could relabel this basis so that it is indexed by $n \in \mathbb{N}$, but this is a minor point). Since $k$ is a non-zero continuous function on $[-\pi, \pi]$,

$$
\left\|k e_{n}\right\|^{2}=\frac{1}{2 \pi} \int_{-\pi}^{\pi}|k(t)|^{2} d t \nrightarrow 0
$$

as $n \rightarrow \infty$, which, by Exercise 7.7, shows that $T_{k}$ cannot be compact.
7.11 (a) Suppose that the sequence $\left\{\alpha_{n}\right\}$ is bounded, that is, there is a number $M$ such that $\left|\alpha_{n}\right| \leq M$ for all $n \in \mathbb{N}$. Then for any $x \in \mathcal{H}$ we have

$$
\|T x\|^{2}=\sum_{n=1}^{\infty}\left|\alpha_{n}\right|^{2}\left|\left(x, e_{n}\right)\right|^{2} \leq M^{2} \sum_{n=1}^{\infty}\left|\left(x, e_{n}\right)\right|^{2} \leq M^{2}\|x\|^{2}
$$

(by Lemma 3.41), and so $T$ is bounded. On the other hand, if the sequence $\left\{\alpha_{n}\right\}$ is not bounded then for any $M>0$ there is an integer $k(M)$ such that $\left|\alpha_{k(M)}\right| \geq M$. Then the element $e_{k(M)}$ is a unit vector and, by definition, $T e_{k(M)}=\alpha_{k(M)} f_{k(M)}$, so $\left\|T e_{k(M)}\right\|=\left|\alpha_{k(M)}\right| \geq$ $M$. Thus $T$ cannot be bounded.
(b) Now suppose that $\lim _{n \rightarrow \infty} \alpha_{n}=0$. For each $k=1,2, \ldots$, define the operator $T_{k}: \mathcal{H} \rightarrow \mathcal{H}$ by

$$
T_{k} x=\sum_{n=1}^{k} \alpha_{n}\left(x, e_{n}\right) f_{n}
$$

The operators $T_{k}$ are bounded, linear and have finite rank, so are compact. By a similar argument to that in the proof of part (c) of Theorem 7.16, given in Exercise 7.8, we can show that $\left\|T_{k}-T\right\| \rightarrow 0$, so $T$ is compact by Corollary 7.10.

Now suppose that the sequence $\left\{\alpha_{n}\right\}$ is bounded but does not tend to zero (if $\left\{\alpha_{n}\right\}$ is unbounded then by the first part of the exercise $T$ is not bounded and so cannot be compact, by Theorem 7.2). Then
there is a number $\epsilon>0$ and a sequence $n(r), r=1,2, \ldots$, such that $\left|\alpha_{n(r)}\right| \geq \epsilon$ for all $r$. Now, for any $r, s \in \mathbb{N}$, with $r \neq s$,

$$
\begin{aligned}
\left\|T e_{n(r)}-T e_{n(s)}\right\|^{2} & =\left\|\alpha_{n(r)} f_{n(r)}-\alpha_{n(s)} f_{n(s)}\right\|^{2} \\
& =\left|\alpha_{n(r)}\right|^{2}+\left|\alpha_{n(s)}\right|^{2} \geq 2 \epsilon^{2} .
\end{aligned}
$$

Thus no subsequence of the sequence $\left\{T e_{n(r)}\right\}$ can be Cauchy, so no subsequence can converge. Hence $T$ cannot be compact.
(c) By the definition of $T$, we have $T e_{m}=\alpha_{m} f_{m}$, for any $m \in \mathbb{N}$, so by Theorem 3.47

$$
\left\|T e_{m}\right\|^{2}=\sum_{n=1}^{\infty}\left|\left(T e_{m}, f_{n}\right)\right|^{2}=\sum_{n=1}^{\infty}\left|\alpha_{m}\left(f_{m}, f_{n}\right)\right|^{2}=\left|\alpha_{m}\right|^{2}
$$

so

$$
\sum_{m=1}^{\infty}\left\|T e_{m}\right\|^{2}=\sum_{m=1}^{\infty}\left|\alpha_{m}\right|^{2},
$$

and the required result follows immediately.
(d) Clearly $f_{n} \in \operatorname{Im} T$ for any integer $n$ with $\alpha_{n} \neq 0$, so the result follows from the linear independence of the set $\left\{f_{n}\right\}$.
7.12 (a) If $y \in \operatorname{Im} T$ then there exists $x$ such that $y=T x$, so $y$ has the given form with $\xi_{n}=\left(x, e_{n}\right)$, for $n \in \mathbb{N}$, and by Lemma 3.41, $\left\{\xi_{n}\right\} \in \ell^{2}$. On the other hand, if $y$ has the given form with $\left\{\xi_{n}\right\} \in \ell^{2}$ then by Theorem 3.42, we can define a vector $x$ by $x=\sum_{n=1}^{\infty} \xi_{n} e_{n}$, and it is clear from the definition of $T$ that $y=T x$.

Next, suppose that infinitely many of the numbers $\alpha_{n}$ are non-zero and $\lim _{n \rightarrow \infty} \alpha_{n}=0$. Choose a sequence $\left\{\xi_{n}\right\}$ such that $\left\{\alpha_{n} \xi_{n}\right\} \in \ell^{2}$, but $\left\{\xi_{n}\right\} \notin \ell^{2}$ (see below), and define the vector $y$ by

$$
y=\sum_{n=1}^{\infty} \alpha_{n} \xi_{n} e_{n}=\lim _{k \rightarrow \infty} \sum_{n=1}^{k} \alpha_{n} \xi_{n} e_{n}
$$

Since the finite sums in this formula belong to $\operatorname{Im} T$ we see that $y \in \overline{\operatorname{Im} T}$. However, by the first part of the question we see that $y \notin \operatorname{Im} T$, hence $\operatorname{Im} T$ is not closed.
[You might worry about whether it is possible to choose a sequence $\left\{\xi_{n}\right\}$ with the above properties. One way of constructing such a sequence is as follows. For each integer $r \geq 1$, choose $n(r)(>n(r-1)$ when $r>1$ ) such that $\alpha_{n(r)} \leq r^{-1 / 2}$ (this is possible since $\alpha_{n} \rightarrow 0$ ) and let $\xi_{n(r)}=r^{-1 / 2}$. For any $n$ not in the sequence $\{n(r)\}$ let $\xi_{n}=0$. Then $\sum_{n=1}^{\infty}\left|\alpha_{n} \xi_{n}\right|^{2}=\sum_{r=1}^{\infty}\left|\alpha_{n(r)} \xi_{n(r)}\right|^{2} \leq \sum_{r=1}^{\infty} r^{-2}<\infty$, while $\sum_{n=1}^{\infty}\left|\xi_{n}\right|^{2}=\sum_{r=1}^{\infty} r^{-1}=\infty$.]
(b) For any $x, y \in \mathcal{H}$,

$$
\left(x, T^{*} y\right)=(T x, y)=\sum_{n=1}^{\infty} \alpha_{n}\left(x, e_{n}\right)\left(f_{n}, y\right)=\sum_{n=1}^{\infty}\left(x, \bar{\alpha}_{n}\left(y, f_{n}\right) e_{n}\right)
$$

(by the definition of the adjoint) which shows that $T^{*}$ has the form given in the question. Next, from Corollaries 3.35 and 3.36 , and Lemma 6.11 we have,

$$
\overline{\operatorname{Im} T}=\left(\operatorname{Ker} T^{*}\right)^{\perp}=\mathcal{H} \Longleftrightarrow \operatorname{Ker} T^{*}=\{0\}
$$

since $\operatorname{Ker} T^{*}$ is closed, which proves the second result. It follows from this that to prove the third result it is sufficient to find sequences $\left\{\alpha_{n}\right\}$, $\left\{e_{n}\right\},\left\{f_{n}\right\}$, such that $T$ is compact and $\operatorname{Ker} T^{*}=\{0\}$. Since we are now supposing that $\mathcal{H}$ is separable we may let $\left\{e_{n}\right\}$ be an orthonormal basis for $\mathcal{H}$ and let $\left\{f_{n}\right\}=\left\{e_{n}\right\}$, and choose $\left\{\alpha_{n}\right\}$ such that $\alpha_{n} \neq 0$ for all $n$ and $\lim _{n \rightarrow \infty} \alpha_{n}=0$. Then by part (b) of Exercise 7.11, $T$ is compact. Now suppose that $T^{*} x=0$. Then $\left(T^{*} x, e_{k}\right)=0$, for each $k \in \mathbb{N}$, and

$$
0=\left(T^{*} x, e_{k}\right)=\sum_{n=1}^{\infty} \bar{\alpha}_{n}\left(x, e_{n}\right)\left(e_{n}, e_{k}\right)=\bar{\alpha}_{k}\left(x, e_{k}\right)
$$

Since, $\alpha_{k} \neq 0$, for all $k$, this shows that $\left(x, e_{k}\right)=0$. Hence, since $\left\{e_{n}\right\}$ is a basis, this shows that $x=0$, and so $\operatorname{Ker} T^{*}=\{0\}$, which proves the result.
(c) This follows immediately from the formulae for $T x$ and $T^{*} x$, since $\alpha_{n}=\bar{\alpha}_{n}$, for $n \in \mathbb{N}$.
7.13 If $\mathcal{H}$ is not separable then it is not possible to find a compact operator on $\mathcal{H}$ with dense range since, by Theorem $7.8, \overline{\operatorname{Im} T}$ is separable.
7.14 (a) Suppose that $A$ is relatively compact and $\left\{a_{n}\right\} \subset A$. Then $\left\{a_{n}\right\} \subset$ $\bar{A}$ and $\bar{A}$ is compact, so $\left\{a_{n}\right\}$ must have a convergent subsequence (converging to an element of $\bar{A} \subset M$ ).

Now suppose that any sequence $\left\{a_{n}\right\}$ in $A$ has a subsequence which converges (in $M$ ). We must show that $\bar{A}$ is compact, so suppose that $\left\{x_{n}\right\}$ is a sequence in $\bar{A}$. Then for each $n \in \mathbb{N}$ there exists $a_{n} \in A$ such that $d\left(a_{n}, x_{n}\right)<n^{-1}$. By assumption, the sequence $\left\{a_{n}\right\}$ has a subsequence $\left\{a_{n(r)}\right\}$ which converges to a point $y \in M$ say. It can easily be shown that the corresponding subsequence $\left\{x_{n(r)}\right\}$ must also converge to $y$, and since $\bar{A}$ is closed we have $y \in \bar{A}$. This shows that $\bar{A}$ is compact.
(b) Let $x \in \bar{A}$ and $\epsilon>0$. By the definition of closure, there exists $a \in A$ such that $d(x, a)<\epsilon / 2$, and by the definition of density, there exists $b \in B$ such that $d(a, b)<\epsilon / 2$. Hence, $d(x, b)<\epsilon$, so $B$ is dense in $\bar{A}$.
(c) We may suppose that $A \neq \varnothing$, since otherwise the result is trivial. Suppose that the property does not hold for some integer $r_{0}$. Choose a point $a_{1} \in A$. Since the set $\left\{a_{1}\right\}$ is finite it follows from our supposition about $r_{0}$ that there is a point $a_{2} \in A$ such that $d\left(a_{2}, a_{1}\right) \geq r_{0}^{-1}$. Similarly, by induction, we can construct a sequence $\left\{a_{n}\right\}$ in $A$ with the property that for any integers $m, n \geq 1, d\left(a_{m}, a_{n}\right) \geq r_{0}^{-1}$. However, this property implies that no subsequence of the sequence $\left\{a_{n}\right\}$ can be a Cauchy sequence, and so no subsequence can converge. But this contradicts the compactness of $A$, so the above supposition must be false and a suitable set $B_{r}$ must exist for each $r$.
(d) Let $B=\bigcup_{r=1}^{\infty} B_{r}$, where the sets $B_{r}$ are those constructed in part (c). The set $B$ is countable and dense in $A$ (for any $a \in A$ and any $\epsilon>0$ there exists $r>\epsilon^{-1}$ and $b \in B_{r}$ with $d(a, b)<r^{-1}<\epsilon$ ), so $A$ is separable.
7.15 We follow the proofs of Theorems 3.40 and 3.52. Let $\left\{w_{n}\right\}$ be a countable, dense sequence in $X$. Clearly, $\overline{\operatorname{Sp}}\left\{w_{n}\right\}=X$. Let $\left\{y_{n}\right\}$ be the subsequence obtained by omitting every member of the sequence $\left\{w_{n}\right\}$ which is a linear combination of the preceding members. By construction, the sequence $\left\{y_{n}\right\}$ is linearly independent. Also, any finite linear combination of elements of $\left\{w_{n}\right\}$ is a finite linear combination of elements of $\left\{y_{n}\right\}$, so $\operatorname{Sp}\left\{w_{n}\right\}=\operatorname{Sp}\left\{y_{n}\right\}$, and hence $\overline{\mathrm{Sp}}\left\{y_{n}\right\}=X$ (by Lemma 2.24). For each $k \in \mathbb{N}$, let $U_{k}=\operatorname{Sp}\left\{y_{1}, \ldots, y_{k}\right\}$. We will construct a sequence of vectors $\left\{x_{n}\right\}$ inductively. Let $x_{1}=y_{1} /\left\|y_{1}\right\|$. Now suppose that for some $k \in \mathbb{N}$ we have constructed a set of unit vectors $\left\{x_{1}, \ldots, x_{k}\right\}$, with $k$ elements, which has the properties: $\operatorname{Sp}\left\{x_{1}, \ldots, x_{k}\right\}=U_{k}$, and if $m \neq n$ then $\left\|x_{m}-x_{n}\right\| \geq \alpha$. By applying Theorem 2.25 to the spaces $U_{k}$ and $U_{k+1}$ we see that there exists a unit vector $x_{k+1} \in U_{k+1}$ such that

$$
\left\|x_{k+1}-y\right\| \geq \alpha, \quad y \in U_{k}
$$

In particular, this holds for each vector $x_{m}, m=1, \ldots, k$. Thus the set $\left\{x_{1}, \ldots, x_{k}, x_{k+1}\right\}$, with $k+1$ elements, also has the above properties. Since $X$ is infinite-dimensional this inductive process can be continued indefinitely to yield a sequence $\left\{x_{n}\right\}$ with the above properties. Thus we have $\overline{\mathrm{Sp}}\left\{x_{n}\right\}=\overline{\mathrm{Sp}}\left\{y_{n}\right\}=\overline{\mathrm{Sp}}\left\{w_{n}\right\}=X$ (since the sequence $\left\{w_{n}\right\}$ is dense in $X$ ), which completes the proof.
7.16 Since $\mathcal{H}$ is not separable it follows from Theorem 7.8 that $\overline{\operatorname{Im} T} \neq \mathcal{H}$, so $\operatorname{Ker} T=\overline{\operatorname{Im} T}{ }^{\perp} \neq\{0\}$ (see Exercise 3.19). Thus there exists $e \neq 0$ such
that $T e=0$, that is, $e$ is an eigenvector of $T$ with eigenvalue 0 .
7.17 The operator $S$ has the form discussed in Exercise 7.11 (with $\left\{\widetilde{e}_{n}\right\}$ the standard orthonormal basis in $\ell^{2}$, and for each $n \geq 1, f_{n}=\widetilde{e}_{n+1}, \alpha_{n}=$ $1 / n)$, so it follows from the results there that $S$ is compact. The proof that $T$ is compact is similar.

The proof that $\sigma_{\mathrm{p}}(S)=\varnothing$ is similar to the solution of Example 6.35. By Theorems 7.18 and $7.25, \sigma(S)=\sigma_{\mathrm{p}}(S) \cup\{0\}$, so $\sigma(S)=\{0\}$.
Next, $0 \in \sigma_{\mathrm{p}}(T)$ since $T \widetilde{e}_{1}=0$. Now suppose that $\lambda \neq 0$ is an eigenvalue of $T$ with corresponding eigenvector $a \in \ell^{2}$. Then from the equation $T a=\lambda a$ we can easily show that $a_{n}=(n-1)!\lambda^{n-1} a_{1}, n \geq 1$, which does not give an element of $\ell^{2}$ unless $a_{1}=0$, in which case we have $a=0$, which is a contradiction. Thus $\lambda \neq 0$ is an not eigenvalue of $T$, and so, again by Theorems 7.18 and 7.25, we have $\sigma(T)=\sigma_{\mathrm{p}}(T)=\{0\}$.
To show that $\operatorname{Im} S$ is not dense in $\ell^{2}$ we note that any element $y \in \operatorname{Im} S$ has $y_{1}=0$, so $\left\|\widetilde{e}_{1}-y\right\| \geq 1$, and hence $\operatorname{Im} S$ cannot be dense in $\ell^{2}$. To show that $\operatorname{Im} T$ is dense in $\ell^{2}$ consider a general element $y \in \ell^{2}$ and an arbitrary $\epsilon>0$. Letting $y^{k}=\left(y_{1}, \ldots, y_{k}, 0,0, \ldots\right)$, there exists $k \geq 1$ such that $\left\|y-y^{k}\right\|<\epsilon$. Now, defining

$$
x^{k}=\left(0, y_{1}, 2 y_{2}, \ldots, k y_{k}, 0,0, \ldots\right),
$$

we see that $y^{k}=T x^{k}$, so $y^{k} \in \operatorname{Im} T$, and hence $\operatorname{Im} T$ is dense in $\ell^{2}$.
7.18 Suppose that $(u, v),(x, y) \in X \times Y$. Then

$$
\begin{aligned}
M[(u, v)+(x, y)] & =M(u+x, v+y) \\
& =(A(u+x)+B(v+y), C(u+x)+D(v+y)) \\
& =(A u+B v, C u+D v)+(A x+B y, C x+D y) \\
& =M(u, v)+M(x, y)
\end{aligned}
$$

using the linearity of $A, B, C, D$. Similarly, $M(\alpha(x, y))=\alpha M(x, y)$, for $\alpha \in \mathbb{C}$, so $M \in L(X \times Y)$. Now, by the definition of the norm on $X \times Y$,

$$
\begin{aligned}
\|M(x, y)\| & =\|A x+B y\|+\|C x+D y\| \\
& \leq\|A x\|+\|B y\|+\|C x\|+\|D y\| \\
& \leq(\|A\|+\|C\|)\|x\|+(\|B\|+\|D\|)\|y\| \\
& =K\|(x, y)\|
\end{aligned}
$$

where $K=\max \{\|A\|+\|C\|,\|B\|+\|D\|\}$, which shows that $M \in B(X \times Y)$.
Next, if $A^{-1}$ exists then by matrix multiplication we see that

$$
M_{1}\left[\begin{array}{cc}
A^{-1} & -A^{-1} B \\
0 & I_{Y}
\end{array}\right]=\left[\begin{array}{cc}
I_{X} & 0 \\
0 & I_{Y}
\end{array}\right]=I, \quad\left[\begin{array}{cc}
A^{-1} & -A^{-1} B \\
0 & I_{Y}
\end{array}\right] M_{1}=I
$$

(these matrix multiplications are valid so long as we keep the operator compositions ("multiplications") in the correct order). This, together with a similar calculation for $M_{2}$, shows that $M_{1}$ and $M_{2}$ are invertible, with inverses

$$
M_{1}^{-1}=\left[\begin{array}{cc}
A^{-1} & -A^{-1} B \\
0 & I_{Y}
\end{array}\right], \quad M_{2}^{-1}=\left[\begin{array}{cc}
A^{-1} & 0 \\
-C A^{-1} & I_{Y}
\end{array}\right] .
$$

The second result follows from
$M_{1}\left[\begin{array}{l}x \\ y\end{array}\right]=\left[\begin{array}{l}0 \\ 0\end{array}\right] \Longleftrightarrow A x+B y=0$ and $y=0 \Longleftrightarrow x \in \operatorname{Ker} A$ and $y=0$.
Similarly,

$$
M_{2}\left[\begin{array}{l}
x \\
y
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right] \Longleftrightarrow A x=0 \text { and } C x+y=0
$$

so $\operatorname{Ker} M_{2}=\{(x, y): x \in \operatorname{Ker} A$ and $y=-C x\}$.
7.19 By the definition of the inner product on $\mathcal{M} \times \mathcal{N}$,

$$
\begin{aligned}
(M(u, v),(x, y)) & =((A u+B v, C u+D v),(x, y)) \\
& =(A u+B v, x)+(C u+D v, y) \\
& =\left(u, A^{*} x\right)+\left(v, B^{*} x\right)+\left(u, C^{*} y\right)+\left(v, D^{*} y\right) \\
& =\left((u, v),\left(A^{*} x+C^{*} y, B^{*} x+D^{*} y\right)\right)
\end{aligned}
$$

from which the result follows.
7.20 For all $u, w \in \mathcal{M}$,

$$
\begin{aligned}
(A u, w) & =((T-\lambda I) u, w)=\left(u,\left(T^{*}-\bar{\lambda} I\right) w\right)=\left(P_{\mathcal{M}} u,\left(T^{*}-\bar{\lambda} I\right) w\right) \\
& =\left(u, P_{\mathcal{M}}\left(T^{*}-\bar{\lambda} I\right) w\right)
\end{aligned}
$$

which, by the definition of the adjoint, proves that $A^{*}=P_{\mathcal{M}}\left(T^{*}-\bar{\lambda} I\right)_{\mathcal{M}}$. Note that $\left(T^{*}-\bar{\lambda} I\right) w$ may not belong to $\mathcal{M}$, so the projection $P_{\mathcal{M}}$ is needed in the construction of $A^{*}$ to obtain an operator from $\mathcal{M}$ into $\mathcal{M}$.
7.21 (a) If $S$ is invertible then $A^{-1} S^{-1}$ is a bounded inverse for $T$, so $T$ is invertible. Also, $S=T A^{-1}$, so a similar argument shows that if $T$ is invertible then $S$ is invertible.
(b) $x \in \operatorname{Ker} T \Longleftrightarrow A x \in \operatorname{Ker} S$, so the result follows from the invertibility of $A$.
7.22 If $\sigma(T)$ is not a finite set then by Theorem 7.25 the operator $T$ has infinitely many distinct, non-zero eigenvalues $\lambda_{n}, n=1,2, \ldots$, and for each $n$ there is a corresponding non-zero eigenvector $e_{n}$. By Lemma 1.14 the set $E=\left\{e_{n}: n \in \mathbb{N}\right\}$ is linearly independent, and since $e_{n}=\lambda_{n}^{-1} T e_{n} \in \operatorname{Im} T$, we have $E \subset \operatorname{Im} T$. Thus $r(T)=\infty$.
7.23 Suppose that $v \in(\operatorname{Ker}(T-\lambda I))^{\perp}$ is another solution of (7.5). Then by subtraction we obtain $(T-\lambda I)\left(u_{0}-v\right)=0$ which implies that

$$
u_{0}-v \in \operatorname{Ker}(T-\lambda I) \cap(\operatorname{Ker}(T-\lambda I))^{\perp},
$$

and so $u_{0}-v=0$. Thus $u_{0}$ is the unique solution in the subspace ( $\operatorname{Ker}(T-$ $\lambda I))^{\perp}$. Hence the function $S_{\lambda}: \operatorname{Im}(T-\lambda I) \rightarrow \operatorname{Ker}(T-\lambda I)^{\perp}$ constructed in Theorem 7.29 is well defined, and we may now use this notation.

Next, multiplying (7.27) by $\alpha \in \mathbb{C}$ we obtain $(T-\lambda I)\left(\alpha S_{\lambda}(p)\right)=\alpha p$, so that $\alpha S_{\lambda}(p)$ is the unique solution of (7.27) in $(\operatorname{Ker}(T-\lambda I))^{\perp}$ when the right hand side is $\alpha p$, so we must have $\alpha S_{\lambda}(p)=S_{\lambda}(\alpha p)$. Similarly, by considering (7.27), and the same equation but with $q \in \operatorname{Im}(T-\lambda I)$ on the right hand side, we see that $S_{\lambda}(p+q)=S_{\lambda}(p)+S_{\lambda}(q)$. This shows that $S_{\lambda}$ is linear.
7.24 Since $\mathcal{N}$ is invariant under $T$ we have $T_{\mathcal{N}} \in L(\mathcal{N})$. For any bounded sequence $\left\{x_{n}\right\}$ in $\mathcal{N}$ we have $T_{\mathcal{N}} x_{n}=T x_{n}$ for all $n \in \mathbb{N}$, so the sequence $\left\{T_{\mathcal{N}} x_{n}\right\}$ has a convergent subsequence, since $T$ is compact. For any $x, y \in$ $\mathcal{N}$ we have $\left(T_{\mathcal{N}} x, y\right)=(T x, y)=(x, T y)=\left(x, T_{\mathcal{N}} y\right)$, so $T_{\mathcal{N}}$ is self-adjoint.
7.25 Since $\mathcal{H}$ is infinite-dimensional there exists an orthonormal sequence $\left\{e_{n}\right\}$ in $\mathcal{H}$. Define the operator $T: \mathcal{H} \rightarrow \mathcal{H}$ by

$$
T x=\sum_{n=1}^{\infty} \lambda_{n}\left(x, e_{n}\right) e_{n}
$$

By Exercises 7.11 and 7.12, this operator is compact and self-adjoint (since the numbers $\lambda_{n}$ are real). Also, $T e_{n}=\lambda_{n} e_{n}$, for each $n \in \mathbb{N}$, so the set of non-zero eigenvalues of $T$ contains the set $\left\{\lambda_{n}\right\}$. Now suppose that $\lambda \neq 0$ is an eigenvalue of $T$, with eigenvector $e \neq 0$, but $\lambda \notin\left\{\lambda_{n}\right\}$. Then by Theorem 7.33, $\left(e, e_{n}\right)=0, n \in \mathbb{N}$, so by part (a) of Theorem 3.47, $e=0$. But this is a contradiction, so the set of non-zero eigenvalues of $T$ must be exactly $\left\{\lambda_{n}\right\}$.
7.26 Since $\lambda_{n}>0$, for each $1 \leq n \leq r(S)$, the numbers $\sqrt{\lambda_{n}}$ are real and strictly positive. Thus, by Exercises 7.11 and $7.12, \widetilde{R}$ is compact and self-adjoint. Also,

$$
(\widetilde{R} x, x)=\sum_{n=1}^{r(S)} \sqrt{\lambda_{n}}\left(x, e_{n}\right)\left(e_{n}, x\right)=\sum_{n=1}^{r(S)} \sqrt{\lambda_{n}}\left|\left(x, e_{n}\right)\right|^{2} \geq 0
$$

so $\widetilde{R}$ is positive. Finally,

$$
\begin{aligned}
\widetilde{R}^{2} x & =\widetilde{R}\left(\sum_{n=1}^{r(S)} \sqrt{\lambda_{n}}\left(x, e_{n}\right) e_{n}\right)=\sum_{n=1}^{r(S)} \sqrt{\lambda_{n}}\left(x, e_{n}\right) \widetilde{R} e_{n} \\
& =\sum_{n=1}^{r(S)}\left(\sqrt{\lambda_{n}}\right)^{2}\left(x, e_{n}\right) e_{n}=S x,
\end{aligned}
$$

using the representation of $S x$ in Theorem 7.34, and the formula $\widetilde{R} e_{n}=$ $\sqrt{\lambda_{n}} e_{n}$ (which follows immediately from the definition of $\widetilde{R}$ ).

Clearly, we can define other square root operators by changing $\sqrt{\lambda_{n}}$ to $-\sqrt{\lambda_{n}}$ when $n$ belongs to various subsets of the set $\{j: 1 \leq j \leq r(S)\}$. These square root operators will not be positive, so this result does not conflict with the uniqueness result in Theorem 6.58.
7.27 By definition, for each $n=1, \ldots, r(S)$,

$$
S^{*} S e_{n}=\mu_{n}^{2} e_{n}
$$

Also, to satisfy the first equation in (7.17), we define

$$
f_{n}=\frac{1}{\mu_{n}} S e_{n} .
$$

Combining these formulae we obtain

$$
S^{*} f_{n}=\mu_{n} e_{n}
$$

which is the second equation in (7.17). To see that the set $\left\{f_{n}\right\}_{n=1}^{r(S)}$ is orthonormal we observe that if $1 \leq m, n \leq r(S)$ then

$$
\begin{aligned}
\left(f_{m}, f_{n}\right) & =\frac{1}{\mu_{m} \mu_{n}}\left(S e_{m}, S e_{n}\right)=\frac{1}{\mu_{m} \mu_{n}}\left(S^{*} S e_{m}, e_{n}\right) \\
& =\frac{\mu_{m}^{2}}{\mu_{m} \mu_{n}}\left(e_{m}, e_{n}\right),
\end{aligned}
$$

so the orthonormality of the set $\left\{f_{n}\right\}_{n=1}^{r(S)}$ follows from that of the set $\left\{e_{n}\right\}_{n=1}^{r(S)}$. Now, any $x \in \mathcal{H}$ has an orthogonal decomposition $x=u+v$, with $u \in \overline{\operatorname{Im} S^{*} S}, v \in \operatorname{Ker} S^{*} S=\operatorname{Ker} S$, and, by Theorem 7.34, $\left\{e_{n}\right\}_{n=1}^{r(S)}$ is an orthonormal basis for $\overline{\operatorname{Im} S^{*} S}$, so

$$
S x=S u=S\left(\sum_{n=1}^{r(S)}\left(u, e_{n}\right) e_{n}\right)=\sum_{n=1}^{r(S)} \mu_{n}\left(x, e_{n}\right) f_{n}
$$

(since $\left(u, e_{n}\right)=\left(x, e_{n}\right)$, for each $\left.1 \leq n \leq r(S)\right)$, which proves (7.18).

Finally, let $\mu>0$ be a singular value of $S$, that is $\nu=\mu^{2}$ is an eigenvalue of $S^{*} S=S^{2}$. By Theorem 6.39, $\nu=\lambda^{2}$ for some $\lambda \in \sigma(S)$ so $\lambda \neq 0$ is an eigenvalue of $S$ and $\mu=|\lambda|$.
7.28 No. Let $\alpha_{n},\left\{e_{n}\right\},\left\{f_{n}\right\}$ be as in Exercise 7.11, with corresponding operator $T$. If, for each integer $n \geq 1$, we write $\alpha_{n}=\mu_{n} e^{i \theta_{n}}$, with $\mu_{n}$ real and non-negative, and define $g_{n}=e^{i \theta_{n}} f_{n}$, then the sequence $\left\{g_{n}\right\}$ is orthonormal and it can easily be seen that we obtain the same operator $T$ if we repeat the constructions in Exercise 7.11 using the sequences $\left\{\mu_{n}\right\},\left\{e_{n}\right\}$, $\left\{g_{n}\right\}$.
7.29 Following the constructions in Exercise 7.27,

$$
S=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right], S^{*}=\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right], S^{*} S=\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right]
$$

so the only non-zero eigenvalue of $S^{*} S$ is 1 , with corresponding eigenvector $e=(0,1)$. Hence, $f=S e=(1,0)$, and for any $x=\left(x_{1}, x_{2}\right)$,

$$
S x=(x, e) f=x_{2}\left[\begin{array}{l}
1 \\
0
\end{array}\right] .
$$

7.30 Let $\left\{e_{n}\right\}_{n=1}^{r(S)}$ and $\left\{f_{n}\right\}_{n=1}^{r(S)}$ be the orthonormal sets found in Exercise 7.27. By (7.18) and Theorem 3.22 or Theorem 3.42,

$$
\begin{aligned}
\sum_{n=1}^{\infty}\left\|S g_{n}\right\|^{2} & =\sum_{n=1}^{\infty}\left(\sum_{m=1}^{r(S)}\left|\mu_{m}\right|^{2}\left|\left(g_{n}, e_{m}\right)\right|^{2}\right) \\
& =\sum_{m=1}^{r(S)}\left|\mu_{m}\right|^{2}\left(\sum_{n=1}^{\infty}\left|\left(e_{m}, g_{n}\right)\right|^{2}\right)=\sum_{m=1}^{r(S)}\left|\mu_{m}\right|^{2}
\end{aligned}
$$

where the reordering of the summations is permissible because all the terms are real and non-negative, and $\sum_{n=1}^{\infty}\left|\left(e_{m}, g_{n}\right)\right|^{2}=\left\|e_{m}\right\|^{2}=1$ (by Theorem 3.47).
7.31 Combining Exercises 7.12 and 7.27 we see that $\operatorname{Im} S$ is not closed if there are infinitely many non-zero numbers $\mu_{n}$, and this is equivalent to $r(S)=\infty$.

## Chapter 8

8.1 Taking the complex conjugate of equation (8.6) yields

$$
(I-\mu K) \bar{u}=f
$$

(using the assumption that $k, \mu$ and $f$ are real-valued). Since the solution of (8.6) is unique, we have $u=\bar{u}$, that is, $u$ is real-valued.
8.2 Rearranging (8.6) and using the given form of $k$ yields

$$
u=f+\mu K u=f+\mu \sum_{j=1}^{n} \alpha_{j} p_{j}
$$

where the (unknown) coefficients $\alpha_{j}, j=1, \ldots, n$, have the form

$$
\alpha_{j}=\int_{a}^{b} q_{j}(t) u(t) d t
$$

This shows that if (8.6) has a solution $u$ then it must have the form (8.11). Now, substituting the formula (8.11) into (8.6), and using the given definitions of the coefficients $w_{i j}$ and $\beta_{j}$, yields

$$
\begin{aligned}
0 & =\mu \sum_{j=1}^{n} \alpha_{j} p_{j}-\mu K\left(f+\mu \sum_{j=1}^{n} \alpha_{j} p_{j}\right) \\
& =\mu \sum_{j=1}^{n}\left(\alpha_{j}-\beta_{j}\right) p_{j}-\mu^{2} \sum_{j=1}^{n} \sum_{i=1}^{n} \alpha_{j} w_{i j} p_{i} \\
& =\mu \sum_{i=1}^{n}\left(\alpha_{i}-\beta_{i}-\mu \sum_{j=1}^{n} w_{i j} \alpha_{i}\right) p_{i} .
\end{aligned}
$$

Thus (8.6) is equivalent to this equation, and since the set $\left\{p_{1}, \ldots, p_{n}\right\}$ is linearly independent, this equation is equivalent to the matrix equation (8.12). From this it follows that equation (8.6), with $f=0$, has a nonzero solution $u$ if and only if equation (8.12), with $\beta=0$, has a non-zero solution $\alpha$, so the sets of characteristic values are equal. The remaining results follow immediately.
8.3 For the given equation we have, in the notation of Exercise 8.2,

$$
p_{1}(s)=s, \quad p_{2}(s)=1, \quad q_{1}(t)=1, \quad q_{2}(t)=t
$$

and so

$$
W=\left[\begin{array}{cc}
\frac{1}{2} & 1 \\
\frac{1}{3} & \frac{1}{2}
\end{array}\right], \quad \beta=\left[\begin{array}{c}
\int_{0}^{1} f(t) d t \\
\int_{0}^{1} t f(t) d t
\end{array}\right]
$$

Hence the characteristic values are the roots of the equation

$$
0=\operatorname{det}(I-\mu W)=\left(1-\frac{1}{2} \mu\right)^{2}-\frac{1}{3} \mu^{2}
$$

which gives the first result. Now, putting $\mu=2$, equation (8.12) becomes

$$
\left[\begin{array}{cc}
0 & -2 \\
-\frac{2}{3} & 0
\end{array}\right]\left[\begin{array}{l}
\alpha_{1} \\
\alpha_{2}
\end{array}\right]=\left[\begin{array}{l}
\beta_{1} \\
\beta_{2}
\end{array}\right]
$$

which, with (8.11), yields the solution

$$
u(s)=f(s)-3 s \int_{0}^{1} t f(t) d t-\int_{0}^{1} f(t) d t
$$

8.4 Rearranging equation (8.6) yields

$$
\begin{equation*}
u=f+\mu K u \tag{9.1}
\end{equation*}
$$

By assumption, $f$ is continuous, and by Lemma 8.1 the term $K u$ is continuous, so it follows immediately that $u$ is continuous, that is, $u \in X$, which proves (a). Next, $\mu$ is a characteristic value of the operator $K_{\mathcal{H}}$ if and only if there is $0 \neq u \in \mathcal{H}$ such that $\left(I-\mu K_{\mathcal{H}}\right) u=0$. But by the result just proved, $u \in X$, so $\mu$ is a characteristic value of the operator $K_{X}$. Since $X \subset \mathcal{H}$, the converse assertion is trivial. This proves (b). Finally, from (8.2), (9.1) and the inequality mentioned in the hint (writing $\left.\gamma=M(b-a)^{1 / 2}\right)$,

$$
\begin{aligned}
\|u\|_{X} & \leq\|f\|_{X}+|\mu|\|K u\|_{X} \leq\|f\|_{X}+|\mu| \gamma\|u\|_{\mathcal{H}} \\
& \leq\|f\|_{X}+|\mu| \gamma C\|f\|_{\mathcal{H}} \leq\left(1+|\mu| \gamma C(b-a)^{1 / 2}\right)\|f\|_{X},
\end{aligned}
$$

which proves (c).
8.5 The integral equation has the form

$$
\begin{equation*}
\int_{a}^{s} u(t) d t=f(s), \quad s \in[a, b] . \tag{9.2}
\end{equation*}
$$

If this equation has a solution $u \in C[a, b]$, then the left-hand side is differentiable, and differentiating with respect to $s$ yields

$$
\begin{equation*}
u(s)=f^{\prime}(s), \quad s \in[a, b] . \tag{9.3}
\end{equation*}
$$

Since $u \in C[a, b]$, this implies that $f^{\prime} \in C[a, b]$, so $f$ must be in $C^{1}[a, b]$. Conversely, if $f \in C^{1}[a, b]$ then the formula (9.3) yields a solution of (9.2) which belongs to $C[a, b]$.

Next, for each integer $n \geq 1$ let $f_{n}(s)=\sin n s$, and let $u_{n}=n \cos n s$ be the corresponding solution of (9.2). Then $\left\|u_{n}\right\|_{X}=n=n\left\|f_{n}\right\|_{X}$ (when $n(b-a)>\pi)$, so the solution does not depend continuously on $f$.
8.6 The proof follows the proof of Theorem 4.40. The main change required is to notice that here the series $\sum_{n=0}^{\infty}\left\|T^{n}\right\|_{Y}$ converges due to the quasinilpotency condition and the standard root test for convergence of real series (see Theorem 5.11 in [2]) while the proof of Theorem 4.40 used the convergence of the series $\sum_{n=0}^{\infty}\|T\|_{Y}^{n}$, which was due to the condition $\|T\|_{Y}<1$ imposed there and the ratio test for real series.

Next, suppose that $0 \neq \lambda \in \mathbb{C}$. Then the operator $\lambda I-T$ can be written as $\lambda\left(I-\lambda^{-1} T\right)$, and this operator has an inverse given by $\lambda^{-1}\left(I-\lambda^{-1} T\right)^{-1}$, if the latter inverse operator exists. But this follows from the result just proved since, if $T$ is quasi-nilpotent then $\alpha T$ is quasi-nilpotent for
any $\alpha \in \mathbb{C}\left(\right.$ since $\left\|(\alpha T)^{n}\right\|_{Y}^{1 / n}=|\alpha|\left\|T^{n}\right\|_{Y}^{1 / n} \rightarrow 0$ as $\left.n \rightarrow \infty\right)$. Thus, by definition, $\lambda$ is not in the spectrum of $T$.

The proof that the Volterra integral operator $K$ is quasi-nilpotent on the space $X$ follows the proof of Lemma 8.13, using the norm $\|\cdot\|_{X}$ rather than the norm $\|\cdot\|_{\mathcal{H}}$. For instance, the first inequality in the proof of Lemma 8.13 now takes the form

$$
|(K u)(s)| \leq \int_{a}^{s}\left|k(s, t)\|u(t) \mid d t \leq M(s-a)\| u \|_{X}\right.
$$

The rest of the proof is similar. The final result follows immediately from the results just proved.
8.7 (a) Suppose that $u \in Y_{\mathrm{i}}$ and $w \in X$ satisfy the relation $w=T_{\mathrm{i}} u$. Then (8.16), (8.17) and $w=u^{\prime \prime}$ hold. Substituting these into equation (8.14) tranforms it into (8.18), and reversing this process tranforms (8.18) into (8.14). Thus (8.14) holds with this $u$ if and only if (8.18) holds with this $w$.
(b) Suppose that $u \in Y_{\mathrm{b}}$ and $w \in X$ satisfy the relation $w=T_{\mathrm{b}} u$. Then (8.21) holds. Now, if $u$ satisfies (8.20) then $w=f-q u$, and by substituting this into (8.21) we obtain (8.22). Conversely, if $u$ satisfies (8.22) then we can rewrite this equation as $u=G_{0}(f-q u)$, which, by comparison with (8.21), shows that $u^{\prime \prime}=w=f-q u$, and hence $u$ satisfies (8.20).
8.8 We first consider the case $\lambda<0$ and write $\nu=\sqrt{-\lambda}>0$. The general solution of the differential equation is then $A \sin \nu s+B \cos \nu s$. Substituting this into the boundary values yields

$$
B=0, \quad A \sin \nu \pi=0
$$

Clearly, $A=0$ will not yield a normalized eigenfunction, so the second condition becomes $\sin (\nu \pi)=0$, and hence the negative eigenvalues are given by $\lambda_{n}=-n^{2}, n \in \mathbb{N}$ (negative integers $n$ yield the same eigenvalues and eigenfunctions, so we need not include them). The corresponding normalized eigenfunctions are $e_{n}=(2 / \pi)^{1 / 2} \sin n s\left(\right.$ putting $\left.A=(2 / \pi)^{1 / 2}\right)$.

Now suppose that $\lambda>0$ and write $\nu=\sqrt{\lambda}>0$. The general solution of the differential equation is now $A e^{\nu s}+B e^{-\nu s}$. Substituting this into the boundary values and solving the resulting pair of equations in this case leads to the solution $A=B=0$, for any $\nu>0$, which is not compatible with a non-zero eigenfunction. Thus there are no eigenvalues in this case. It can be shown in a similar manner that $\lambda=0$ is not an eigenvalue.
8.9 We first consider the case $\lambda>0$ and write $\nu=\sqrt{\lambda}>0$. The general solution of the homogeneous differential equation is then $A e^{\nu s}+B e^{-\nu s}$. We now find the functions $u_{l}, u_{r}$, used in the construction of the Green's function in Theorem 8.25. From the initial conditions for $u_{l}$ we obtain

$$
A+B=0, \nu A-\nu B=1
$$

Hence,

$$
A=\frac{1}{2 \nu}, B=-\frac{1}{2 \nu},
$$

and a similar calculation for $u_{r}$ leads to the functions

$$
\begin{aligned}
& u_{l}(s)=\frac{1}{2 \nu}\left(e^{\nu s}-e^{-\nu s}\right)=\frac{1}{\nu} \sinh \nu s \\
& u_{r}(s)=-\frac{1}{2 \nu}\left(e^{\nu(\pi-s)}-e^{-\nu(\pi-s)}\right)=-\frac{1}{\nu} \sinh \nu(\pi-s) .
\end{aligned}
$$

The constant $\xi_{0}$ is given by

$$
\xi_{0}=-u_{r}(0)=\frac{1}{\nu} \sinh \nu \pi .
$$

Hence, by Theorem 8.25, the Green's function in this case is

$$
g(\lambda, s, t)= \begin{cases}-\frac{\sinh \nu s \sinh \nu(\pi-t)}{\nu \sinh \nu \pi}, & \text { if } 0 \leq s \leq t \leq \pi \\ -\frac{\sinh \nu(\pi-s) \sinh \nu t}{\nu \sinh \nu \pi}, & \text { if } 0 \leq t \leq s \leq \pi\end{cases}
$$

Similar calculations in the case $\lambda<0$ (putting $\nu=\sqrt{-\lambda}>0$ ) leads to the Green's function

$$
g(\lambda, s, t)= \begin{cases}-\frac{\sin \nu s \sin \nu(\pi-t)}{\nu \sin \nu \pi}, & \text { if } 0 \leq s \leq t \leq \pi \\ -\frac{\sin \nu(\pi-s) \sin \nu t}{\nu \sin \nu \pi}, & \text { if } 0 \leq t \leq s \leq \pi\end{cases}
$$

Clearly, the function $g(\lambda, s, t)$ is singular at the eigenvalues of the boundary value problem (that is, when $\sin \nu \pi=0$ in the second case).
8.10 Using the hint,

$$
\begin{aligned}
\lambda(u, u) & =\left(u^{\prime \prime}+q u, u\right)=\int_{a}^{b} u^{\prime \prime}(s) u(s) d s+(q u, u) \\
& =\left[u^{\prime \prime}(s) u(s)\right]_{a}^{b}-\int_{a}^{b} u^{\prime}(s) u^{\prime}(s) d s+(q u, u) \\
& =-\left(u^{\prime}, u^{\prime}\right)+(q u, u) \leq\|q\|_{X}(u, u)
\end{aligned}
$$

(using the boundary conditions $u(a)=u(b)=0$ in (8.27)). Hence the result follows, since $(u, u) \neq 0$.
8.11 (a) The proof of Theorem 3.54 constructs a suitable function as a trigonometric polynomial on the interval $[0, \pi]$. An even simpler proof would construct a suitable function here as an ordinary polynomial. The argument can easily be extended to an arbitrary interval $[a, b]$.
(b) Write $p_{\delta}$ as $p_{\delta}(s)=p_{1, \delta}(s-a)+p_{2, \delta}(s-a)^{2}+p_{3, \delta}(s-a)^{3}$, for some constants $p_{1, \delta}, p_{2, \delta}, p_{3, \delta}$ (this cubic polynomial satisfies the required condition at $a)$. To ensure that $v_{\delta}$ is $C^{2}$ at the point $a+\delta$ we require that the derivatives $p_{\delta}^{(i)}(a+\delta)=w^{(i)}(a+\delta), i=0,1,2$. These conditions comprise a set of three linear equations for the coefficients $p_{i, \delta}$ which can be solved (do it) to yield

$$
\begin{aligned}
& p_{1, \delta}=\frac{3}{\delta} w_{0}-2 w_{1}+\frac{1}{2} \delta w_{2} \\
& p_{2, \delta}=-\frac{3}{\delta^{2}} w_{0}+\frac{3}{\delta} w_{1}-w_{2} \\
& p_{3, \delta}=\frac{1}{\delta^{3}} w_{0}-\frac{1}{\delta^{2}} w_{1}+\frac{1}{2 \delta} w_{2}
\end{aligned}
$$

(writing $\left.w_{i}=w^{(i)}(a+\delta), i=0,1,2\right)$. Having found $p_{\delta}$, we then define $v_{\delta}$ as described in the question.
(c) From the values of the coefficients found in part (b) we see that

$$
\left|p_{1, \delta}\right| \leq C_{1} \delta^{-1}, \quad\left|p_{2, \delta}\right| \leq C_{1} \delta^{-2}, \quad\left|p_{3, \delta}\right| \leq C_{1} \delta^{-3}
$$

where $C_{1}>0$ is a constant which depends on $w$, but not on $\delta$; similarly for $C_{2}, C_{3}$ below. Thus, by the construction of $v_{\delta}$, we see that

$$
\begin{aligned}
& \left\|w-v_{\delta}\right\|_{\mathcal{H}}^{2} \leq \int_{0}^{\delta}|w|^{2} d s+\int_{0}^{\delta}\left|p_{\delta}\right|^{2} d s \\
& \quad \leq C_{2}\left\{\delta+\int_{0}^{\delta}\left(\left(\delta^{-1} s\right)^{2}+\left(\delta^{-2} s^{2}\right)^{2}+\left(\delta^{-3} s^{3}\right)^{2}\right) d s\right\} \\
& \quad \leq C_{3} \delta
\end{aligned}
$$

which proves part (c).
(d) Finally, consider arbitrary $z \in \mathcal{H}$ and $\epsilon>0$. By part (a) there exists $w \in C^{2}[a, b]$ with $\|z-w\|_{\mathcal{H}}<\epsilon / 3$; by parts (b) and (c) there exists $v \in C^{2}[a, b]$ with $v(a)=0$ and $\|w-v\|_{\mathcal{H}}<\epsilon / 3$; by a similar method near $b$ we can construct $u \in C^{2}[a, b]$ with $u(a)=0, u(b)=0$ (that is, $u \in Y_{\mathrm{b}}$ ), and $\|v-u\|_{\mathcal{H}}<\epsilon / 3$. Combining these results proves that $\|z-u\|_{\mathcal{H}}<\epsilon$, and so proves that $Y_{\mathrm{b}}$ is dense in $\mathcal{H}$.
8.12 (a) It is clear from the definition of the Liouville transform that the transformed function $\widetilde{u}$ satisfies the boundary conditions in (8.33). Now,
applying the chain rule to the formula $u(s)=p(s)^{-1 / 4} \widetilde{u}(t(s))$, we obtain

$$
\begin{aligned}
\frac{d u}{d s}= & -\frac{1}{4} p^{-5 / 4} \frac{d p}{d s} \widetilde{u}+p^{-1 / 4} \frac{d \widetilde{u}}{d t} p^{-1 / 2} \\
= & -\frac{1}{4} p^{-5 / 4} \frac{d p}{d s} \widetilde{u}+p^{-3 / 4} \frac{d \widetilde{u}}{d t} \\
\frac{d}{d s}\left(p \frac{d u}{d s}\right)= & \frac{d}{d s}\left(-\frac{1}{4} p^{-1 / 4} \frac{d p}{d s}\right) \widetilde{u}-\frac{1}{4} p^{-1 / 4} \frac{d p}{d s} \frac{d \widetilde{u}}{d t} p^{-1 / 2} \\
& +\frac{1}{4} p^{-3 / 4} \frac{d p}{d s} \frac{d \widetilde{u}}{d t}+p^{1 / 4} \frac{d^{2} \widetilde{u}}{d s^{2}} p^{-1 / 2} \\
= & -\frac{1}{4} p^{-1 / 4}\left(-\frac{1}{4} p^{-1}\left(\frac{d p}{d s}\right)^{2}+\frac{d^{2} p}{d s^{2}}\right) \widetilde{u}+p^{-1 / 4} \frac{d^{2} \widetilde{u}}{d s^{2}}
\end{aligned}
$$

(note that, to improve the readability, we have omitted the arguments $s$ and $t$ in these calculations, but it is important to keep track of them: throughout, $u$ and $p$ have argument $s$, while $\widetilde{u}$ has argument $t$ ). Substituting these formulae into (8.31) gives (8.33).
(b) By the definition of the change of variables (8.32) and the standard formula for changing variables in an integral we see that

$$
\int_{0}^{c} \widetilde{u}(t) \overline{\widetilde{v}(t)} d t=\int_{a}^{b} u(s) \overline{v(s)} p(s)^{1 / 2} p(s)^{-1 / 2} d s=\int_{a}^{b} u(s) \overline{v(s)} d s
$$

(c) Using integration by parts and the boundary conditions we see that, for $u, v \in Y_{\mathrm{b}}$,

$$
\begin{aligned}
(T u, v) & =\int_{a}^{b}\left(\left(p u^{\prime}\right)^{\prime} \bar{v}+q u \bar{v}\right) d s=\left[p u^{\prime} \bar{v}\right]_{a}^{b}+\int_{a}^{b}\left(-p u^{\prime} \bar{v}^{\prime}+q u \bar{v}\right) d s \\
& =\left[-u p \bar{v}^{\prime}\right]_{a}^{b}+\int_{a}^{b}\left(u\left(p \bar{v}^{\prime}\right)^{\prime}+q u \bar{v}\right) d s=(u, T v)
\end{aligned}
$$

(again for readability we have omitted the argument $s$ in these calculations).

## Further Reading

In this book we have not discussed many applications of functional analysis. This is not because of a lack of such applications, but, conversely, because there are so many that their inclusion would have made this text far too long. Nevertheless, applications to other areas can provide a stimulus for the study of further developments of functional analysis. Mathematical areas in which functional analysis plays a major role include ordinary and partial differential equations, integral equations, complex analysis and numerical analysis. There are also many uses of functional analysis in more applied sciences. Most notable perhaps is quantum theory in physics, where functional analysis provides the very foundation of the subject.

Often, functional analysis provides a general framework and language which allows other subjects to be developed succinctly and effectively. In particular, many applications involve a linear structure of some kind and so lead to vector spaces and linear transformations on these spaces. When these vector spaces are finite-dimensional, standard linear algebra often plays a crucial role, whereas when the spaces are infinite-dimensional functional analysis is likely to be called upon. However, although we have only mentioned the linear theory, there is more to functional analysis than this. In fact, there is an extensive theory of non-linear functional analysis, which has many applications to inherently nonlinear fields such as fluid dynamics and elasticity. Indeed, non-linear functional analysis, together with its applications, is a major topic of current research. Although we have not been able to touch on this, much of this theory depends crucially on a sound knowledge of the linear functional analysis that has been developed in this book.

There are a large number of functional analysis books available, many at a very advanced level. For the reader who wishes to explore some of these areas further we now mention some books which could provide a suitable starting
point. References [8], [11], [12] and [16] discuss similar material to that in this book, and are written at about the same level (some of these assume different prerequisites to those of this book, for example, a knowledge of topology or Zorn's lemma). In addition, [8] contains several applications of functional analysis, in particular to ordinary and partial differential equations, and to numerical analysis. It also studies several topics in non-linear functional analysis.

For a more advanced treatment of general functional analysis, a reasonably wide-ranging text for which knowledge of the topics in this book would be a prerequisite is [14]. An alternative is [15]. Rather more specialized and advanced textbooks which discuss particular aspects of the theory are as follows:

- for further topics in the theory of Banach spaces see [6];
- for the theory of algebras of operators defined on Hilbert spaces see [9];
- for integral equations see [10];
- for partial differential equations see [13];
- for non-linear functional analysis see [17].
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[^0]:    (6) Springer
    $\int_{a} f(t) d t=F(b)-F(a)$

